necessary for thought?

=
i [ | | ?
; i 73 K. Lashley, 1956
29 David Chalmers, 1996 30 Anticipated by David Chalmers, 1996 31 David Chalmers, 1996 35 Seimer Bringsjord, 1992 4 Postulates of Functionalism N\ No mental activity is conscious. Noneof the
| The fading qualia thought experiment. Imagine that your neurons are slowly replaced, People can be mistaken about their Rational cognitive systems have correct Drugged Gigantor-’building processing that results in conscious experience is itself
one by one, with silicon chips. experiences. People often possess beliefs. Subjectswho are radically mistaken Norwegians in Texas. Imagine that 1. A mental stateisafunctional state. / conscious. When one consciously sees animage of achair

This info-mural 1s one of seven

No activity of
mind is ever

1 . 1) " misguided beliefs. For example, victims is about their experiences are not rational. Rationd in the year 2020 the computational s and atable standing out against abackground, for example, conscious.
L of blindness denial claim they can see disputed systems (systems whose cognitive mechanisms structure of the brain has been mapped 2. A functional state consists of causal inputs, causal outputs, and causal relationships to disputed one has no conscious experience of putting together the
Qualitative conscious experiences It seems impossible that one neuron will although they are blind. So the possibility by :rb euni rr?p_a red) will not make enormous eErrors out. Four billion Norwegians have been other functional states. by chairs and tables to make a scene. This happens
(qualia) will disappear suddenly when make such a difference that qualiawill of fading qualia (option 2) shouldn't be about their own CONSCious experiences. Even spread out across the state of Texas and nonconsciously. o
some particular neuron is replaced. suddenly (and completely) disappear. rejected, becauise people can form if an individual's neurons have been replaced are attempting to build Gigantor—an Note: Searle views his connection principle argument
= n y radically mistaken beliefs about their by silicon chips, that person should still be oot mous Turing machine composed of _>m—> m_> as being in part aresponse to this dlaim. See the " Does the
. . CONSCiOUS experiences. rational, and thereby have (at least, mostly) the Norwegians, railroad cars, tracks, connection principle show that consciousness is necessary
A n I S S u e I\ /I a ™ P u b I I C at I O n correct beliefs and make correct statements blackboards erasers, and golfcarts. : for thought?' arguments on this map.
p Qualiawill gradually fade away. You will make statements about your about his or her conscious experiences. David Chalmers Furthermore, the Norwegians have been
conscious experiences that are incorrect, drugged, covered with el ectrodes hooked 74 Roland Puccetti, 1967
u L given the fading of qualia. For example, to acentral console, and are under the . . Thinking is associated with but does not entail
1 you might claim that sounds are loud even control of whatever impulses are sent to 3. Afunctional stateis purely formal, abstract, consciousness. A machine could think without being
though the sounds are actually barely them. Their actions are now under the and relational (see sidebar, "Formal Systems: conscious because thinking does not entail consciousness.
n audible. But given what we know about qual * i *a: Thesubjective fedlingsthat dictate of natural law. Because Gigantor An Overview,” on Map 7). Thinking is merely associated with consciousness in humans,
Consci %L(J;ﬂg?é} is noltdlikdy that such accompany perceptions, feelings, and lacked mental states before the electrode but this association does not imply that machines must be
misgui iefs could occur. ions. Examplesincl h | of i ion, it seem: i ious i ink.
- e I ¥ - Zer':)?g ?ﬂg fediirg%l?s arllggrugﬁé tﬁ:m il o gltgra\r/](tegrt lvc\),ﬂ] Irt1ave ansyurr;ggyst&aés fter 4. So, functiona states can be redlized in multi p'I’g physical media. Thisis called multiple conscious in order to think
sensation of anitch. It is controversial the intervention. Hence even satisfying redlizability (see the "Isthe brain a computer?* arguments on Map 1).
whether more subtle states, such as beliefs, o Pollock Pollock's requirement that the information 76 Dieter Birnbacher, 1995
- . are aways accompanied by qualia. 34 John Pollock, 1989 be guided by natural laws isn't sufficient F o Wi i Consciousness might still be necessary. Just because there
CRTIITIC Your qualiawill remain the same. Mental states only arise for%he cregtion of mental States e 25 Ludwig Wlttt)gensta o 19|5 3 isn't a perfect correlation between thinking events and consciousness
b . . . St art H ere ittt . under the constraints of dont 16quire sonstioua s events doesn't mean that consciousness s unnecessary for thinking.
Note: Compare to the "Can computers have the right causal powers?' arguments on Map 4. natural law. To generate experiences. Thetruth of a disputed Consciousness might still be necessary for thinking in general,
mental states, information satement sbout some by though not necessarily attached to each thinking event.
; person X
" Lq?tgsmztgjn by ﬂ;W gI“IJSt be ?u'g]edé)% (for example, "X thinks," or "X
33 Ned Block, 1978 natural laws. Inthe China ] g : g '
- Absent qualia problem. If amental state can be natural law. example, information flow is S Ep i EL L i e T e my e e gg?ﬁ?&?gacioc?gocggﬁggtne% 78 William James. 1879
u 32 Hilary Putnam, 1967 implemented in a variety of physical media, then guided by human activities, : i ) ; inki llitam James,
I I l I l I l r V I Conscigusness is coSnterintuitive resultsf%ll ovF\)/ yFor example, imagine that rather than by natural law. Proponents on these maps include David Chalmers, Jerry Fodor, John McCarthy, Brian ggﬂi:gﬂghhégle‘r'ggn%’ﬁt gent Consciousness has causal powers. |f
. . ltio] lizable. A ! >l : So the people of China do McLaughlin, Zenon Pylyshyn, Hilary Putnam. h 9 consciousness serves some utility (such that an )
[ I beI h h d multiply realiza the functional organization necessary for the conscious ! e peopl / inX _ _ i > _ ' U a1
an url ng , leve that at the en 28 given mental state may be ' experience involved in smelling aroseis instantiated g 'Eted not give rise to amental g 1S . Notes ' Ludwig Wittgenstein organism Wlth_;:r?nstr:!gu?eﬁlsbetta off tha_r|1| nmapped Territory
i SINR izedi iplici IS i i i i IS state, nor should a i spurt €S . o " . an organism without it), then consciousness wi .
L] L] . of the Century ... one Consciousness can be SN o r?ahéggl in agwultl pI|C|t>I/ disputed through complex interactions among the entire population by functionalist exnect them to. by * Thisis ageneral description of functionalism. Many more specific versions have been serve some function. Consciousness can only Additional
) implemented in a functional system. of mediums, because only of China. But it seems counterintuitive to conclude, as a P ) 77 Shadworth Hod 1870 ’ e c epi-
m Properly organized functional stetes SIS thefunctional organization &, Y functionalist must, that therewould then be arose-smellin Note: Pollock is not arguing ueleied b dizcabizis e eaiehalesyy dhilesnel y il nine Al el eai e s dworth Hodgson, serve afunction for an organism if consciousness i
- eS a.C I n eS C an will be ableto Speak of perly org g , g : Kisn . c h | phenomenalism
: . cn generate consciousness. Such organization of the system counts, not experience brought about by complex interactions among against functionalism, but is | * Argumerts aoout functi onalism pervede Maps 3 and 4'and are prominent onMep 5. 4 o is has effects (i.e., is capable of causing change). arguments
- machines thinki ng exists in the brain but can be built into the medium in which it's the Chinese. The qualiawould be absent. adding a requirement that or:jsm;)ufs experienceisa Stmere co abalue{ . disputed To have effects, consciousness must have causal
- - - - O r W I e a. e O ithout ] tob computers aswell. Conscious mental instantiated. Note: Although there are different examples of the absent any functionalist theory product S%J pt#rl nervo%stw esrgaubn the a%ta('etr' by powers. Consciousness has utility in creatures
. - WITthout expecting 1o be states, like all mental states, are best Note: Also, seethe "Isthe qualia problem, the rose-smelling experience exampleis must satisfy. ?r?grgiu Intluence but caused by the activities wgazg?g%%enﬂ¥gj§r%ﬁﬁg?£rﬁg als-lletnoe
I O S O I C a O I t I C a a I I t h I n k . / \ CO I putml Onal Contradl Cted ?Sr?gir?aloegsg ast'ﬁimtlg,cgﬂrﬁgﬁtggbcis grrgalur:ng?g%uﬁab 1, and often referred to as the zbeent qualia problern. Note: Epiphenomenalism i§ usually traced to consciousness has causal powers.
3 3 really amousetrap because of the function sidebar, "Formal Systems: T. H. Huxley, but Hodgson's work is earlier.
it serves, not because of any particular An Overview," on Map 7. Turing Machines
: system can possess all e, Sepe o s L g e 4 9 A
ragmatic debates m —— 79 - E=s
. e Turing machine arose in the context o AND THEN dothe |AND AND Cherries on the keyboard. Imagine that the Consciousness is irrelevant to psychology. Qualia don't exist. Qudiaas
I portant el err]ents Of Unmapped Territory atempts by mathematiciansto specify precisely |Fthe IFth following to thel move THEN console operator, while working under a cherry Consciousnessisirrelevant to thoughrt), t)é mental%%/y, and traditionally conceived are
. . Additional what an algorithm was. Alan Turing'sinsight Current e [ 'oowingtotne tree, falls asleep as aswift wind kicks up. in general to the study of mind. Thinking and i supported by ineffable, intrinsic, private, and
. h u an thl n kl n Or functionalism was that any algorithm could be carried out Stateis... | Currentf symbol on the thetape |change Cherries fall onto the console and hit exactly the consciousness are independent of each other, if immediately presented to
I I l arquUMents by one of aclass of Turing machines. Indeed, Symbol | tape and/or as the same keys as the operator would have typed to Cconsciousness even exists at al. — consciousness. Nothing hasall
- . ) he proved that an algorithmic procedure (or, foll C L g instantiate the Gigantor computations. Now the these attributes; therefore, qualia
y d g d an "effective procedure”) isjust a procedure reads...§ halt ... ollows... urrent 5 3q(<< computations are controlled only by natural don't exist and should be rejected
u n er an I ng . that can be implemented by a device that Stateto... N 36 Anticipated by Selmer Bringsjord, 1992 laws (without human direction). Yet falling from psychology.
- - - blindly and deterministically manipulates - - . Gigantor is still under human control. is cherries should not make the difference between i
symbols. So, Turing machines precisely define 1 0 Do nothing Right 1 = Because a human runs the central console that disputed an entity having and not having mental states. Daniel Dennett
: the concept of an algorithm. \ = in turn controls the Norwegians, Gigantor is by Functionalists must claim that it does make a
Alan Turing ) . ) Do nothing -~ still under human control. So the requirement / difference. Therefore, functionalism (even with
A Turing machine is conceived of asan sk that information processing be constrained by \ the natural law requirement) is false.
imaginary device that manipulates symbols 2 0 Erase & write1 | Right 3 natural law remains unsatisfied. .
on atape. The behavior of a Turing machine ( 81 Kathleen Wilkes, 1988 Get th
- is determined by the stateit isin and by the 2 1 Do nothing Right 2 T T Consciousness is not a legitimate fett ?tat‘)jlm
38 Hilary Putnam, 1967 symbol it reads on the tape. Based on those is supported by psychological topic. The concept of or my lab:
Machine-state functionalism. 2 factors, the machine will do any or al of the 3 0 Do nothing Left 4 [ ] consciousness fails to denote an actual
A mentdl state is amachine state. following: enter anew state, write a symbol psychological structure. Itisusedinan
- - Any system that possesses a on the tape, move to the right or to the left, or 3 1 Do nothing Right 3 assortment of circumstances but does not
mental lifeissimply acomplex halt. occupy aplace in alegitimate scientific \\\\ ‘///
- a new way of doing intellec- | e e e f
"Turing Machines,” at right) The table of rules (or "machine teble") Causal interaction necessary for consciousness. Neither of the imagined 42 Sdmer Brinasiord. 1992 for understanding human psychology, and = —
instantiating a certain machine correlating these actions with states and 4 1 Halt No move 4 machines is conscious, because neither of them can causally interact with the Addi 9|51_ it d , . thereforeis not areasonable demand to place = \\
. table and thereby running a symbols exhaustively specifies a given environment. According to the computationalists, causal interaction is a necessary o | Ing t%gtutia : Inptutt l\j‘esd'?.t lcre;te consctlousn'e]ss. on an artificial intelligence system. /M AN
program. So & computer, machine. Based on its machine table, we can component for any model of consciousness. For example, the text of a book must disputed fmag|tr;]e t g' npuldob au meWN e compu ertrr]n ac étne-comﬁ
programmed with the correct determine exactly what a Turing machine will Current causally stimulate the reader in some way for it to be true that the reader is actually by hrgg ne g(eg: un}livfé tr%/atvzﬁ)(/e l?lo?vv oriv;/negslia;l \G/tl coﬁl\g mearlg{he
machine table, could think. do with any given tape. State 1 reading the book (coincidentally verbalizing the same words as those in an open book therwi Key hi & P
- Note: Also, seethe"Can automata Hilary Putnam , . — . while dreaming with one's eyes open doesn't count as reading). OINENWISE LINCONSCIOUS MACAINE CONSAOUS. .
think?" arguments on Map 7. A "Universal Turing Machine" isa Turing 82 Rene Descartes, 1641
machine that can perform all the calculations Igr']fyél_gg sIS E'Sssér}t(l:/!gént
of any other Turing machine. To emulate a ; 10US. L ISSAT-evICK
given machine, the Universal Turing Machine Current Symbol ii?:ennir SC;rTrwnbpool ngzttizot\;\/:;g g:;_atngn({) ﬁh({:)%lilt )I rr]n ?Jt;ll BI(;I ng
is "programmed"” with aspecidl tape that fully 43 Anticipated by Tim Maudlin, 1989 - - . e
0 49 Bruce Mangan, 1993 ; ; describes the emulated machine's table. The conscious computers would be so complex iAngTkN:ﬁuterg]’c%%g Computationalism contradicts itself even if we imagine 2 machines of consu?us Thlnlf”gjg e
Consciousness is an information-bearing 0 0 1 0 1 1 that there would be differences between them. . I 9. P \ . et e ¥ ot both many forms, including
medium. Consciousness bears cognitive Becaiss the computers needed to ingtantiste a tremendous complexity running the consciousness program. Imagine that in this case that bot e Tl sensory perception,
information similar to the way DNA bears genetic " : - machines allow al the proper counterfactuals. The second machine, however, has an additional IS Supp y imagination, understanding,
mn : ay DN g k ) consciousness program would in reality be so large and component, ablock suspended mid-air in one of the (never-activated) "counterfactual gears.” This desi d doub!
information. Thorough understanding of complex, there would have to be differencesin the bl ocE prevents counter?gctual states, and so the second machine violates the nontrivialigty condition _— esire, and doubt
u biological information-bearing media can only be physical activity between the 2 systems. The and is therefore not conscious. So we have the same contradiction as before: only one machineis René Descartes
gained by examining both the information carried supervenience thesis wouldn't be violated then, because conscious, though by the supervenience thesis both should be. What's more, it seems odd to claim
by any given mediium (€.g., the information the physical activity underpinning the conscious system that suspending or not suspending a block mid-air in a never-activated part of the machine should
carried by DNA), and the medium that carries the i and nonconscious system would be different. make the difference between a nonconscious and a conscious machine,
] information (e.g., the DNA itself). But if 39 Jerry Fodor, 1975 is g 84 Adhémar Gelb. 1933:
consciousness is an information-bearing medium, = Computationalism. A mental state is acomputational state embedded disputed ) Kurt Goldstein. 1933, 1943
and if information-bearing media are not multiply issunnorted b in acomplex network of inputs, outputs, and other mental states. by 72 83 Aron Gurwitsch, 1959 Categorial attitude and
i instantiable (although the information carried is), kb Y Computationalism differs from machine state functionalism by locating — ; ; ; Consciousness before ; ;
. 3 Paul Ziff, 1959 - > Ml d ; ] - ; ; ———-] Conscious experience is necessary = concrete attitude. Evidence
Computers cannot have then consciousnessis not multiply instantiable. the mental in abstract computeational statesrather than in the various possible TS SUpported by for thought. Consciousness and thought concepts. Thinking of an from brain-injured patients
No machine can be conscioLs. feelings. Computers are Functionalism is then false, because it claims that machine states that could implement them. A given computation (2x 2, 46 Tim Maudlin, 1989 Happy are necessarily linked. Without consciousness ?bjl_ect conceptudly (i.e., as suggests that we experience the
2 ‘ ] ] . W ‘ / —_— mechanisms, not organisms. Only consciousness is multiply instantiable. for example) can be performed by many different machine table operations 45 Anticipated by Tim Maudlin, 1989 A Rejection of supervenience is ot oS asystem cannot think. alling under some category)f world in a concrete attitude of
Computers can't be conscious. Machines cant \\W7# TS cpportod by living organisms can be said to have (1+1+1+1,3+1,etc). o Reject supervenience. Computationalism unacceptable. Rejection of supervenience election |3 PréSUpPOSES CONSCIOUSNESS O immediate experience as well as
have subjective experiences. Machines can't ~ = feelings. Therefore, computers Note: Computationalism is also referred to as psychofunctionalism. is only self-contradictory if al 3 of its (the doctrine that identical physical activity _ that object. Consequently, in a categorial attitude, where
consciously perceive, fedl, or remember anything. = < — cannot have feelings. 40 Tim Maudlin, 1989 premises are accepted. Thefirst 2 theses of s givesrise to identical conscious states) leads NN | " — aItemptsfby 'ﬁ’g' cans tof objectsare viewed asfalling into
And becavise consciousness s necessary for thought, /////‘ N Note: Ziff makes asimilar claim Computationalism contradicts itself. Imagine 2 machines are computationalism areintegral to any disputed fo the unacceptable consequence that a"brain-o- - 7~ necessary is Supported by account glr th e n?f' on % certain categories. Thisis
machines can't think, either. ) o in the " Can computers have engaged in the same physical activity and are running the same computational theory of consciousness. The by scope” could reveal identical neuronal activity = = for o concepttL_J ;?Ugcﬁ_ witl evident with victims of amnesic
rlote: Thgl_rel aI'QHSgﬁtweeg. conscioues, thi nklfng, Consciousnessiis necessary for thought (see Box 72). emotions?" arguments on Map 1. consciousness program. One of these machines supports counterfactual supervenience claim, however, can be rejected (down to the last atom) associated with 2 different N 0 - B e oo oo (o aphasia, who continueto
and mentdlity isitself asubject of debate, some o states, whereas the other doesn't. The computationalist must claim, to prevent the inconsistency. mental states. It could even reveal that one person 7 [N D e iess (an perceive in the concrete attitude
I which is represented on this map (around Box 72). N\ Three Premises of Computationalism based on the nontriviality condition, that the machine capable of is conscious whereas the other isn't. ey L h_ematlzat_lon or but can no longer perceive in the
< Z Lecess ary for _ supporting counterfactual statesis conscious and the other isn't. But ocusing within consciousness). categorial attitude (they can', for
= ~ o ég %df u;reL:I; 'Qrgé ﬁ?)stsintrospective Any computational theory of consciousness assumesthe following 3 premises. this Cor%tra_dl glts tftle sttlp%r\/tenlencg thets s. each rtr;tachl Qle exhi bll tsthe exgmg(lj e recognklj z?ha t:ed flower
. RN S S : : : 1. Computational condition: Any physical system running an same physical activity, but according to computationalism only one and red vase as both being
Unmapped Territory 7] 4/ ‘ I\ ] Thought requires the capacity for apprc‘)Jpri ately programmed mgcﬁir%le tabl gs sufficient f%r supporting isconscious. _ _ members of the category red.)
- dditional i 't thi Wswpponw > Introspective episodic memaries. Such CONSCIOUSNESS. Note: The machines Maudlin describes are actually complex systems 48 Tim Maudlin. 1989
O e e r e S eV e I I I I I a S Coﬁscigfsnr?ess Therefore, mechines can't think. ) men_"lfqnestof :lf-e eﬁlsodestﬁla)k/_a but 2. Nontriviality condition: |t's necessary that the system support of water troughs, hoses, chains, and pipes. Tim Maudhi Counterfactual differences don't cause differences in activity. .
u arquments signi |car} etrg elln kl_Jma\_n In |nc{; counterfactual states, that is, states the system would have gone into NS AN AN N S Im Maugdiin 47 Anticipated by Tim Maudlin, 1989 Counterfactual differencesin 2 systems areirrelevant to differencesin the \
qu , f‘rrfei‘?mp y lacking in computer had input been different. . n The physical activity is different in each ic physical activity of those systems. Imagine 2 pinball machines, the second of is supported by
. . cantbe o INKing. 3. Supervenience thesis. Two physical systems engaged in the same coun «ter * fac * fu sal:  Counterfactuals are conitional system. The concept of physical activity disputed which has had exactly those pins removed that are never touched by the ball. We
physical activity will possess identical mentality (assuming they have (if-then) statements whose "if" clause runs counter to the facts includes the concept of potential activity. So by now have 2 different machines but it doesn't make a difference to the paths 85 Edmund Husserl, 1954 )
- any at all). Seethe definition of physicalism in the "Does physicalism of reality. For example, the statement "if pigs had wings then when you have different counterfactual traced by the pinballs. The counterfactuals are different in each machine (the Judgements are grounded in phenomenology.
| doubt that these show that computers can be conscious?' arguments on this map. they would fly" is a counterfactual, because the "if possibilities, you actually have different physical i i i i ita" i Predication and judgement (where objects are explicitly
S| U Ve dil pinballs would behave differently if the first were to hit a"counterfactual" pin), but
fi clause—that pigs have wings—is false. activity. So the physical activity in each of the ; o ; : et perceived as having certain properties and as falling into
water-filled . activity. > Phys y the physical activity of the 2 systemsis, as it happens, identical. tain relati ith ther) characterize the activit
creatures are From Maudlin (1989). imagined machinesis actualy different. certain relations with one another) characterize the activity
k ) of the natural and human sciences. But such theoretical

thinking is grounded in more basic "lifeworld" structures of
bodily skill, tacit knowledge, and general understanding. For
example, the structure of space-time described by physicsis
grounded in amore basic "surrounding world" of in-front-of-
me, behind-me, to-the-left-of-me, and so forth. All the special
sciences with their predicative judgments are grounded on

phenomenology, which studies consciousness and its forms.

\_ CONSCious.

6 Roland Puccetti, 1966

u
moves In the debates threaded Al Pemppe e
i< Computers can never have aconscious experience. dis;l)ited It's unlikely humans are conscious. The arguments against computer
pulLLL T A robot can behave asif it were having a certain conscious o consciousness (based on capability and on structural comparisons between
- . experience. But it can never actually have aconscious Y computers and humans) could be applied by computers against humans with
experience, because experience and behavior fall into 2 equal success to show that we lack consciousness. Such arguments, therefore,
INTO Clalms, reputtals, an o
] )
- 97-130 arguments al 1d rebuttals

Edmund Husserl

9 Hilary Putnam, 1962

Diachronic and AtTime 1, But at Time 2,

synchronic linguistics.
The truth value of statements the statement ... the statement ...

(e.g., "Robots can be

m u
conscious.") can change over
time asword use changes, even el Robots can be Robots can be
though the meaning of such _ conscious. conscious.
statements remains constant. | The meaning

Statements that are now false | staysthe same

"Machine"
excludes all

7 Jonathan Cohen, 1955 \ things that arg 8 Keith Gunderson, 1966
Igﬁsngi%atjnslﬂgsosf ?ﬁr@w&pﬁrﬁéﬂﬁg?s - Claiming analytic falsity requires seeing
: - h into the future. Claiming that the statement

Gl e as ‘mechinescan b arsios’ s anyoaly e
being conscious or unconscious, because (1.e, that its false given the meanings of the
that 1 part of the meaning of "machine” words) requires that one foretell every possible

P g - change of use of the words that comprise the
Any attempt to cross-pollinate the statement—an impossibility. Therefore, one

categories of "conscious things' and . :
"machines" vio)ates their inherent agleﬂ.dm say that such statements are analytically

meanings.

"Machines' can
mean ...

is s‘ubp‘o}te‘d by
under synchronic linguistics

|
the study of | at . .
givgﬁilnéoggy;%%?riefgsa Diachronic may be may become ‘ : ‘ ’ I I I l I t‘ ! r: ; ( : i i I I t) EB C O I l S C I O u S ?
ﬁ?];ea{stics(tge slticd;%?lc But the truth FALSE TRUE -

language through time). value changes

| | | | 51
- Building a conscious machine. Physicalismlays ;
- ; O I : ;: ; u ‘ ! ar‘ ! a: ; I I I t | I ‘ ; | I I a : ; BT T T the foundation for a conscious compuiter, but other is supported by 2%%\;vtligﬁhéi\g?npzfs\/oa'tqei\]sr.,al97l
is supported by important conditions must be also be satisfied before the requirement for artificial
project of building a conscious computer will have consciousness. To create

—————p)
any chance of success. artificial consciousness one must
first create an artificial person.
Being a person is fundamental
to acquiring the properties only
persons have, such as

CONSCi OUSNESS.

Note: Also, seethe "Can
computers be persons?’
arguments on Map 1.

Does the connection
principle show that
£ consciousness Is

55 Gottfried Leibniz, 1714
A conscious machine
could not be explained
by its physical workings.
If we were to walk into an
enlarged machine that could
"think, feel, and have
perception,” nothing
witnessed could explain its
conscious qualities.

13 John Stuart Mill, 1878

Argument from analogy. | can assume that others have feelingslike | do by
extending ageneralization | know to be true of myself. My body is often affected
by stimuli, which generate feelings, which in turn generate outward behavior. We
can observe the first and last parts (stimuli effects and behavior) in others and can
generalize that the middle link exists aswell.

sol « ip * sism:
There are several varieties of

- 32 sidebars history and further IS the
background consciousness ... .

Be a solipsist or be pragmatic. It seems reasonableto outside of one'sown mind. Srong
think of consciousness as a necessary requirement for thought epistemol ogical solipsism
until you ask: "How do you know if someone else really has maintains that nothing can be

n
conscious experiences?’ Realizing that one really can't be sure | Known to exist outside one's mind.
of the existence of other minds might incline one toward Weak epistemological solipsismis
solipsism (the view that the only mind that definitely existsis | the view that one can never know

Corbis-Bettman

Gottfried Leibniz

LIEEEL EIETT
. . i ted b
- one'sown). But pragmatically, we often decide that others have wh%her '(:)ther Apecg)lﬁposs::-zss \\\ ‘ /// 53 Keith Gunderson, 1985 Amazing. | am conscious il
. m m n minds on the basis of behavior alone, just as we should do with gilgtigh(armgg Pﬁilo.soaﬁey i976) ) 3 / 56 Keith Gunderson, 1985 The perplexity condition. o (_ yetl anphysical. How
computers. , T y phy, 1976, = ~ — d ” The relationship between physicalism e o e ri Literally. "brior fo” . A —— If amachineisto be O could that happen?
m Note: This argument is one of Turing's motivations for — PAIN — 14 Sydney Hook, 1960 and machine intelligence cannot be a pri-o-ri: Literaly, "prior to" experience. is supported by considered conscious, it must m
proposing the Turing test. SeeMap 2. _ = ~ The argument from analogy settled a priori. Weshould not assume that | Priori knowledge (in the form of concepts, be perplexed by its own
| You see him - NN is false. The argument from physicalism applies categorically to propositions, or judgements) is knowledge gained consciousness. It must be able
yell "Ouch!" //// ‘ \\\ anaogy requires the ability to make everything in the universe. Physicdismmay | ©F applied without recourse to experience of the to wonder, "How isit that am
- a r r a n e e a e S O a e ‘ l | r - 12 comparisons between ourselves and be true for machines or for humans, or for yvolrlc(ii. iropowd e_zxarnﬁles al(ljf ALt 9;: It‘)gg""l edge | am conscious?"
is supported by Knowledge of other minds is based on others. But as children, long before both, but there is no intrinsic apriori way to \ includethat 2 +2 =4, that all materi lesexist
we are capable of making such ettle the matter. in space and time, and that God exists.

external behavior. Because we have no direct

access to the internal lives of other entities, we judge is supported by You see a You infer that there sophisticated comparisons we are 86 John Searle, 1990a
No mechanisms could feel (and not whether or not they have mental lives based onjthegr 1 man touch 3 was an experience aready convinced that some people The connection principle. There
external behavior. fire. of pain between the have conscious lives because they isanecessary connection between 87 John Searle, 1990a

merely artificialy signal, an easy 2 other events. Mental states have aspectual shape. A thought

rent stopping point of each

ntrivi leasure at it esses, act in the way we understand i ' \ consciousness and mentality. All S hav
gr)ief W%ne%ei)tg Vegﬁg fiisestijﬁade 10 Geoffrey Jefferson, 1949 §yl'ﬁg(?I[LtJ(raidnbyTest Is an Adequate Test of Thinking," Map 2, Box 2 conscious creatures should act. We \S/\Zhglte;%roBul:n(g%cg > égl?gf T L= thinking (as aform of mentéity) isat about water differs in aspectual shape from athought
miserable by its mistakes, be charmed Mecham?’ms can't possess 9 e 9 v ' then make a comparison between inaChristian god is S SR least in principle accessible to —_— about H:0, even though the 2 thoughts are about the
- - by sex, be angry or depressed whenit | human consciousness. No [ You see the woman pJ You infer that she them and others (not between incompatible with the claim —_— i supported by 54 J.R. Luces, 1994 ) ) . ) . consciousness. Even unconscious is supported by same thing. Similarly, a belief about the morning
cannot get what it wants. (p. 1010) mechanism could consciously fedl 15 Bertrand Russell, 1948 drinking. must have been ourselves and others). that consci ousness requires Consciousness requires a point of view. A conscious machine could be built, but not thoughts involve consciousness, in star differs from abelief about the evening star, even
r I I I I leasure, SUCCeSs, grief flatte|¥ or an Similar behavior has similar thirsty. aphysical basis. God can | unless it was built with a point of view. The following would be evidence that a machine Physicalism that they can potentially become s though the 2 beliefs refer to Venus. Many cognitive
gf the range of em%ti ons and t)aought}é causes. cherlpeople h?"e presumably think, yet is not 22%’? rﬁ?}'f(lbm ' pomddiqol :y Fl)r?;;nrt] gr;\éi)astNe;Iic (goslirected) behavior / \ conscious. My belief that California g:qienti_ststmd(e tl}ebmi_stake of c?aracktgti] zing aspectal ual og o°
i ; conscious inner lives similar to our ; iolog ! . - ) . - - is on the west coast, for example, m ape in terms of brain properties, behavioral
. . . . g(])arfq hlligg?\nesu%pﬁr l;:gfg due,\tI% their e own. We believe this becauise our \\\\ ‘ /// physical or biological. « displaying holistic assessment of its context and context-dependent responses, Jaegwon Kim (1996) takes 3 principles as defining be UNCoNsGious when | sleep|pbut itai% properties, or some other third-person properties.
ple phy gyss- ess is supported by behavior is often caused b \ < « ascribing consciousness to it provided offered some explanatory power. minimal physicalism. i US| But aspectua shapeisaproperty of subjective mental
I I I l l I I I I I I mechanism, then, can po truly i tal stat yd it' ~ - a least potentially conscious in that John Searle states—there isnothing like it in the brain. The most : )
— I e I O r I I a ar e S human consciousness. consugtéls th1en eﬁ,};n tlhs — " Thirst —_ 1. Mind-body supervenience: Physical it can be brought to consciousness if We can Sa is that brain States have the caLsal Canagit as - pec * tu - al shape: Anessential ¢
Note: A similar argument from reasonable to suppose that other — ~ indiscernability entails psychological | am asked for directionsto California i dsay wually shaned - capacity property of intentional states (beliefs, {
Jefferson isincluded in the "Can people's similar behavior has N indiscernability. 0 produice aspectually shaped experiences. desires, perceptions, etc.) that stipulates that 4
- computers have emotions?" arguments similar cauises. / / / \\\ 50 ‘ ‘ ) 58 Frank Jackson, 1986 2. Anti-Cartesian principle: There are no purely they be directed at things from a specific
onMap 1. / Because consciousness is physical What Mary doesn't know. Imagine afuture time when the physical sciences mental things. perspective, "under some aspects and not
- Geoffrey Jefferson it can be implemented in a computer (including neurophysiology) are complete. A scientist named Mary learns every 3. Mind—body dependence: what mental others’ (Searle, 1990a, p. 587).
or rObC_)t. Pl’lyscallsm isthe dOCtn nEthat physical fact thereisto know, but without ever in her life having left her properties a thing has depends on its physical But, not
everything isphysical. If everything is black-and-white room. One day she finally leaves and sees ared tomato. At that properties. consciously.
physical then consciousnessis physical as point she learns something new despite the fact that she already knew every .
- well. So aconscious computer or robot neurophysiological fact about color experiences. This shows that complete 89 John Searle. 1990a
could be built out of physical parts. knowledge of the physical universe still leaves out facts of subjective experience. IF The water thought must be accessible to
So physicalism (which implies that complete knowledge of the physical universe _— Ah, ngw V\r’]e " consciousness. Even the purported
won't leave anything out) must be false. = \?\l/agn\{vwez'attér'? counterexampl e to the connection principle requires
brain stuff is. the connection principle. The water-seeker thought
= " experiment only makes sense given its unstated
THEN premise that the "I want water” thought is actually
— 60 Owen Flanagan, 1992 ) N\ W//// — N accessible to consciousness. Without this premise,
59 Thomas Nagel, 1974 The phenomenal component is only part of the real nature of = T=—== = 88 Anticipated by John Searle, 1990a there would have been no way for the scientists to
Consciousness cannot be reduced to physical processes. ggtﬂslfslce);psglﬁtslal Eg;‘;%'ngﬁ?';%’d?{;gﬂ% fclgmﬁzseggﬂﬂﬁggng%%ng%g T | NS 2 The water seeker thought experiment. make ahcor_rtTI ation kéet\r/‘veen the "l want water"
L] u L] L] An essential feature of physicalism isthat it explains appearances i C ( ! ( Note: Other phil hers woul i hvsicali Imagine a complete science of neurophysioloay that could neurophysiology and the "I want water" conscious
D g S e o o cxample, the Conetioues (o 1o explanqnons Citon ot the experenial compor Ui?]};er?ﬁf Phiosopnaswodddesabepyseaisn det?mi ne the eF>)<istence of athought Ein%ply b?/yaoplying a experience. For the thought experiment to make sense,
e a e e aS I I e I I I I a e = appearance of lightning can be reduced to the reality of electrical consciousness (as long as we don't then throw out the experiential component). "brain-o-scope.” And imagine some individual who possesses the we must assume that a some point someone
L] L] discharge. But it doesn't make sense to ask what conscious "I want water" thought neurophysiology but for some reason can't consciously experienced the "I want water" thought
experience reduces to, because the distinction between appearance become conscious of his thought about water. The connection while being monitored by abrain-o-scope. o
- - — and reality does not apply to consciousness. Within consciousness principleis then disproved by example. Note: For adescription of the brain-o-scope, see"Rejection
the appearance is the reality. So consciousness cannot be reduced 61 John Searle, 1992 of Supervenience |s Unacceptable," Box 46.
— inthe normal scientific manner as"nothing but" some other physical Causal reductionism. It is possible to understand how mental states on+to+log +i-cal re-duc *tion: The most important
process. could at the same time be physical states. Physical brain states cause type of reduction, in which an object is shown to consist They are a
mental states in the same way that alattice structure of molecules causes solely of another type of object. For example, agene logical

liquidity. Mental states are causally (but not ontologically) reducible to consists solely of DNA molecules. ibili
quidity. y( gically) y possihility, and 91 John Searle, 19902

arguments

[ ]
. - - ; physical states. 90 Ned Block, 1990, Searle cantt e, 19902
s asarticulated by John Searle, 1990a account for An unconscious intentional
. o The connection principle doesn't allow for zombie is impossible. The mental
caus - al re - duc - tion: A form of reductionin unconscious intentional zombies. Unconscious Impossible! states of an unconscious zombie can

16 Hilary Putnam, 1975a = which the causal powers of some object are shown to be intentional zombies (zombies that have ihoughts about is never become conscious, and thoughts

Let's just say robots are conscious. We must simply make a decision one way or the other about robot iss supported by 62 John Searle, 1992 o ' ] ) entirely the result of the causal powers of another type theworld) should remain at least alogical possibility in ) that can never become conscious can't

consciousness, because there is no correct answer to the question, "Is that (psychologically isomorphic and Normal ontological reductionism doesn’t work for consciousness. In explanations of of object. For example, the causal powers of a solid any theory of consciousness. But they are ruled out by by have a perspective (an aspectual shape).

behaviorally similar) robot conscious?" consciousness, the subjective, first-person component cannot be reduced away as "nothing but object (i.e., to remain impenetrable) are explainablein the connection principle, which demands that all And where there is no aspectual shape,

physiological activity because then the essential feature of consciousness would be left out. Thisis
unlike many other scientific explanations, in which the subjective component can be (ontologically)
reduced away as unimportant. For example, in physical explanations of the nature of color, the color
experienceisignored in favor of aclaim about photon emission of certain wavelengths. But in consciousness
the appearanceisthe redlity.

there's no intentionality. So, there

cannot be atotally unconscious zombie
that's also capable of having a thought
about something (an intentional state).

terms of the causal powers of moleculesin its lattice

¢ We can't say that it is conscious.
structures.

¢ We can't say that it is not conscious.
* We can't say that we don't know if it is conscious or unconscious, even though it must be one or the other.
All 3 claims presuppose that a claim about robot consciousness has atruth value, but it doesn't.

20 John Locke, 1690
"Consciousness is the
perception of what
passes in a man's own
mind." Consciousnessisa
form of perception directed
inward toward the activities
of one'smind.

intentionality and thinking be accessible to
consciousness. Therefore, Searle's connection principle
must be false.

the protagonists (or schools of
thought).

(—Mind-Body Problem: Historical Background -\

17 Dennis Thompson, 1965

Rejection of conscious machines has undesirable consequences. Rejection of the idea that

machines can be conscious leads us more closely to:

« solipsism—because if we deny consciousness to a robot that can do everything we can do, we have less
reason for claiming that other people (with equivalent behavior) are conscious as well;

« epiphenomenalism—because if we deny consciousness to arobot that can do everything we can do, we deny

63 Thomas Nagel, 1974

What is it like to be a bat? Imagine what it would be like to be a bat,
perceiving your environment through echolocating sonar, eating insects,
and flying through the night. It seemsimpossible that a person could ever
experience what a bat experiences. At best, one can guess what it would
be like to use echolocation, but one can never really know what it's like to

Hmm ... Green Bay
Packers' backup

quarterback ... it's just
on thetip of my
tongue!

93 John Searle, 1994
The Green Bay Packers' backup
quarterback. Two beliefs—one unconscious,
one conscious—are identical if:

* they possess the same mode and content,

is supported by

Corbis-Bettman

The mind-body problem is the problem of understanding how the
mind (and its conscious mental states) relate to the body (and its
physical states). Some consider mind and body to be part of one
substrate (a belief known as monism, held, for example, by

is supported by

John Locke

92 Jerry Fodor and Ernie Lepore, 1994
The connection principle assumes that unconscious

word-use problem). Assuch, it sheds no light on the
world, nor isit illuminated by the construction of a
specia kind of machine.

another. (p. 148) Inthis case, the connection principleisobvioudly | every human thought has an accompanying
= | false, because one might have aconscious state | feeling is an unsettled empirical issue for
but not be able to report it (e.g., because one's | which philosophica reflection is unhelpful.

mouth is taped shut).

isdirected at the second level thought. For example, a state of happinessis afirst-level mental
state, the thought "I am happy" is a second-level conscious mental state, and the thought "1 am
thinking about being happy" is athird-level self-conscious state.

Focus Box: The lowest-numbered box in each issue area is an introductory focus box.
The focus box introduces and summarizes the core dispute of each issue area, sometimes
as an assumption and sometimes as a general claim with no particular author.

The arguments on these maps are organized by links that carry arange of meanings: Putnam

that amind causes such behaviors, and then we must admit that human behavior might not have mental . ) icali i i ing i i i physicalists), whereas others think that mind and body are separate mental states are identical to their conscious .
21 Philip Johnson-Laird, 1988a beabat. Physicalism, becauseit claimsthat everything in the universeis : i ; ; : « they are based on the same causal mechanisms.
causes as well. 19 ) Computational structure is necessary for consciousness. To be conscious arobot must physical, should be able to explain subjective experiences. Buit it seems SRR T 2L B Web A SRR (O gqgnttt_erglatrt_st. Searle pre?upposgs ttht?]t any given uncalonks)uous state @ jignred For example, imagine that you are having o
Consciousness arises from be built with: impossible that anything we might learn about bat neurophysiology could Isigentical to Its conscioustorm. But thiS 1S nonsensical, because by difficulty trying to remember the name of a past
. _ higher-order representational « low-level parallel processors operating on distributed symbols; shed light on the bat's actual subjective experiences. : identity is partly determined by causal powers. But the casal Green Bay Packers' backup quarterback. Then it b
ith Hes folloning structures. Consciousnessisa « ahierarchy of processors that plan and set goals and monitor the lower-level processors; Unmapped Territory powers of an unconscious state are different from the causal powers finally comesto you! Just prior to that, your belief
1?1 o Gunderso?, Ill968 les i rules but Sil multilevel hierarchical structure of « higher level prgcessors with & seriel Structre, thet monitor the lower levels. ' 65 Dieter Birnbacher, 1995 - of aconscious state. Hence, the 2 states cannot be identical. Was Unconsgious. BU it was the same blief—it
geﬁ; ctﬁgnnr])uctgrr]ss c(i)o Sg\r/1 (reg Se.s l\/llser r;lt; ggz?nré ttﬁai CONSCious. Irepreﬁentationsthai alows higher- Theghigh est-level pro . gener s consciousness i the robot. A representation of the pr r's Artificial consciousness must be nonorganic. For Q?n(ﬂtﬁgg}ll was about the same person, and it was based on the
amachinewas programmed to exhibit certain behavior |%eelzr rgﬁne;artégenri ta(t)i cr)r;osnltor own operations (used as a guide for behavior) generates self-reflection. = cogt?cpu?q&sitp t;tett)rulyt'a:(fuf:‘lulal it g”ldust oansefrolr(rj] r;onblologul:al arguments same underlying neurobiology. So, the 2 beliefs {
and follow certain rulesis no reason to conclude that _ 64 Colin McGinn, 1991 gﬁﬁgif .'alll CSLFJIH é:hu ri :;’] i)rlgn r)lle\rjr;oneb' nf;%)# b ?l:e@r(;wt)i r?' areidentical.
il the machine |acks consciousness. After all, thorough N 22 Daniel Dennett, 1976 . . 236 Rey, 1980 A conscious robot is in principle possible. Ifa Consciouness woLld Sill be natural.that 18, inantiated in the.

descriptions of consciously initiated human behavior DA Consciousness is a higher-order system. Consciousnessis is Hi heorgad 4 - fy robot is built with abrain physically identical toa material it naturally arisesin. Artificial consciousness must arise '
revedls plans, and plans are aform of rule following, = = ahigher-order representational structure within arational system that disputed nig ft]?r-pr er relprtlasgelnfta;ons .er o human's brain, and we know that the human is ¢ ateria I'i that of the brai \_ J 94 Ned Block,
and humans are conscious. ZI0S we can take an intentional stance towards. To take an intentional by ggsrgprg;\?;ﬁmg;gﬁot g]rffiggttl fore}s/el fs conscious, then the robot will be conscioustoo. This rom materia uniike that of the brain. - 1990

stance towards a system is to assume for the sake of convenient : . = follows from the supervenience thesis, which requires ) 1 e . i inciplei i i inciolei i

[ ] interaction with the system that it hasintentional states (beliefs, desires, g?\”%ﬁ“;ﬁt E}' g Eﬁ?l zeasgg} br)éfrgféﬁ?arl‘g that physically identical systems will have identical ?ﬁg%ﬁrgdpgtggr;’p%gg?em <t a real world Tt;variotﬁs iss;j&s angI puzz(ljegtgai ([;(r)irrll r; ?pclté on Igﬁ;?gﬂ;‘?gsn principleisaclaim about access gﬁgﬂ %Cr)ggnegltl ggngigﬂglq[;sf aclaim about
etc.). f ) p h mentality. The fact that the robot and the human came - make up the traditional mind-bo ' '
_ ) system that is obviously not self-conscious. into exis}/ence via different means isirrelevant problem. A conscious machine does not constitute a probl en? arewholly linguistic andy dilemma. . . . .
L e g en d I 24 David Rosenthal, 1986 Bunldé nbg atrulﬁl hselzj-consm ous machine ' solution to the mind-body problem, because the mind- logical in character: whatever few The connection in which case inwhich case
| = ) ) would be much harder. isn' i irical "facts’ inthi inci
A conscious state is a higher-order thought. A conscious state occurs when athought pbl?r(éyyﬂ%?lc%rlnalng; Eg‘nrgglpt\ﬁglrlgrg{]?gfr(?g aa”\'/elrtbga empirical rftacgs there man{ b‘a'” this gréﬂ(gﬂr?;ads 0 any mental state, to be amental state, must be | any mental state must in principle have an
I isdirected at alower-level mental state. Self-consciousness occurs when athird-level thought o i area support one view as much as capable of being reported and reasoned about. | associated feeling. But whether or not

26 John Pollock, 1989 68 Colin McGinn, 1991

Argumentsthat uphold or defend another claim. Examplesinclude: ac * cess con - scious * ness: Mental states

—_ _ _ _ _ _ _ _ 25 John Pollock, 1989 e : _ .
%w supporting evidence, further argumentation, thought experiments, Arguments with No Authors: Arguments that are ot attributable to a particular source ek A self-scanning robot would be a conscious robot. ?L@,ﬂf&%ﬁa‘,‘gﬂ?ﬂz ;Xog'g"ggj*pggng“g;y;ggﬁog‘iﬁgm Humans cannot solve the mind-bady in Either Case ! ETREYE] BT R ) E T e
extensions or qualifications, and implemented models. (e.g., general philosophical positions, broad concepts, common testsin artificial intelligence) pponsC DY Building a conscious robot is simply a matter of building is supported by blindsight victims. Blindsighters receive perceptual input f\ﬁconscious robot would be a D vartem nd_b%dy p‘r’obl enﬁ” because 2 - X 5 The connection principle should be recte. _ —

amachine that monitorsits own internal activities (this

are listed with no accompanying author. ( ; (level 1 activity) but are not conscious of that internal
generates a conscious feeling) and that scans the results of i : S 3
those monitorings (this generates awareness of the fesling). activity dueto afailure of thelr higher-order scanners (a

YO u C a n O r d e r a.r t I S t/ r e S e ar C h e r _ A charge made against another claim. Examplesinclude: Citations: Complete bibliographic citations can be found in the booklet that accompanies Therearethen 3levels: theinternal activity, thefirst-level failure of level 2 and 3 activities).

s logical negations, counterexamples, attacks on an argument's this map. scanning, and the second-level scanning. Both

solution to it lies outside our conceptual -
powers. Our predicament is similar to that of

an ant grappling with relativity theory. Just as

an ant will never understand the principle of

relativity, humans will never understand the

solution the mind-body
problem. If aconscious robot
were built, the mind-body problem
would be solved. Thiscould

phe « nom - e « nal con « scious * ness: A mental
state that has a certain feeling associated with it.
say

You can't just point
anywherein here and

. = disputed . ' . . consciousness and the ability to learn are made possible ; blind « sight: People with blindsight claim to be happenin 1 of 2 ways. ' “that' "
r ] n m by emphasis, potential dangers an argument might raise, thought . . ) i by the two scanning levels. Y P i blind in so?ne part cg‘ their visual figld yet are able, 1. The mind-body problem is mind-body problem. 95 Noam Chomsky, 1990 that's mentdl.
S I e C O I e S O a S eV e a S experiments, and implemented models. Methodology: A further discussion of argumentation analysis methodology can be found under forced-choice circumstances, to guess solved first, and the solution Connection principle is
in the booklet that accompanies this map 3. Second-level scanning correctly about objectsin that portion of their is lg;sed to build a conscious Rﬁ%rely_;iegg_ltl_onal.
’ visual field. —— ] robot. ! rhitrarily defining
is interpreted as o N . . Anticipated by Where this phrase appearsin abox, it identifies a potential | and then scientists analyze it Any conscious machine must satisty the inextricably bound to 1904
A distinctive reconfiguration of an earlier claim. - e , , to figure out the solution to transparency condition. A conscious machine consciousness, asin the Consciousness i , ;
n n attack on a previous argument that is raised by the author 2. First-level scanning 27 Leopold Stubenberg, 1992 the mind-body problem. would not face the same mind-body problem that we connection principle, is bad el The consciousness pill would make | It would only make unconscious
- - so that it can be disputed. Blindsight actually refutes the scanning theory of consciousness. Thefact do, because anyone who could build a conscious science. dictionary R' unnelpiu’. all the activities of the brain Processes conscious,
that blindsighters can learn refutes the scanning theory of consciousness. If blindsight %ﬁyﬁqﬂ:ﬁlﬁv ;ﬁ?i%gﬂ%gg}l\%zl?r?:r% rt]ge e ——— o I?(al](s)(jlc&uggelss conscious, inwhich case
. u S S I I I I a I I a I l — As articulated by Where this phrase appears in abox, it identifies areform- IZ;?nﬁ%%é’,'é“é}?tﬂZ? Eﬂ#lég?gﬁtgsggqeéj%rﬂ Sgacr;gt;%? ;;;hgﬁzsf@?ngalisn?prpﬁﬁg body problem. Buildi nggaconscious machineimplies - of 2 things. inwhich case
Unmapped Territory Thisicon indicates areas of argument that lie on or near the ulation of another author's argument. The reformulation 1. Internal activity at tasks involving their blind fields. But evidence shows they can learn. Therefore, the G that the human mind has become transparent in its ?ﬁ é]eé g/nstggruasnr?eEfQjei'nefﬁgi 13?4 _ . _ the thought experiment is still
. Additional boundaries of the central issue areas mapped on these maps. is different enough from the original author's wording to scanning theory isfalse. iss supported by inner workings. . experiment. The b o pri% dipleis govr\{ggrl‘qxnlto rl]g P (c)jrle]ffrhgnnatethe ?cr)]rhcejl e[;f:l}lt | ti;re]aga#;e;v o gﬁls isgiven
I l I arguments It marks regions of potential interest for future mapmakers warrant the use of thetag. This phraseis also used when Keith Gunderson supposed to be controversial. But even if we disouted UNCONSCIOUS. differentiates nonmental
. and explorers. the original argument isimpossible to locate other than in : imagine an extreme form of the connection . neurophysiological processes from
it iculation by 4l h dof H 71 Keith Gunderson, 1966 ) ) ) ) ) principleit's not controversial. Imaginethat a Yy mental processes
its articulation by alater author (e.g., word of mouth), or We can't know whether future machines will shed light on mentality. Knowing consciousness pill were invented that made

whether future machines will illuminate human mentality reguires:

to denote a general philosophical position that is given a _ i Hlum ,
« knowing the specific ways in which language changes when terms normally applied to humans

normally unconscious processes (e.g., .
principles of language use) conscious. This pill In Either Case

ecial articulation by a particular author. - \ _
¥ yap : : . : 69 Dennis Thompson, 1965 . ) begin to be used for machines; ] o ) ] would in essence be an extreme version of the
One of 7 in this Issue Mapping™ series—Get the rest! /r; gg?:”ct';Uscgf;gigﬂ‘ser;}"’acoﬁi'g;tns?hg 'e'.f(lig e%”v["gufln da” . lt(r?(m)l ng whether we will understand the machines we build (it's not obvious we will understand connection principle. But such a pill would not The consciousness pill does not act as a means of differentiating the
. The Issue Mapping™ seriesis published by MacroVU Press, adivision of MacroVU, Inc. - P TV cpr - et : ! em); . . . refute cognitive linguistics or cognitive science mental from the nonmental. Because the essential benefit of the
© 1998 R.E.Horn. All rightsreserved. MacroVU isaregistered trademark of MacroVU, Inc. |ssue Map and Issue Mapping are trademarks Theremaining 6 mapsin this |ssue Mapping™ series can be ordered with MasterCard, VISA, check, [)a‘-:ﬁ;he same m'-nd_bOdyhprObl emlgh"’.‘t g;’g‘r’l‘nsﬁo‘ h + knowing whether the relevant features of the machines we build al'so occur in humans. ingeneral. 1t'sjust an interesting possibility. connection principleisthat it provides a criterion for distinguishing the
Ver s on 10 of Robert E. Horn. ' or money order. Order fromM aCrOVU, Inc. by phone (206—780—9612), by fax (206—842—0296), ngrkzﬂgsaoﬁoﬁlﬁggsmrgallirt]e wouldn't 9 tonthe BQC%USE We_lrlave n0| Wﬁy of E]redlcn ng the% issues, we have no way of knowi ng how, or if, future Because this p0$ blllty ISn't‘ controversial, mental from the nonmental, the p||| differs from an extreme version of
or through the mail (Box 366, 321 High School Rd. NE, Bainbridge Island, WA 98110). 9 Y- machines will shed light on human mentality. there is something wrong with Searle's account. the connection principle and is, as a thought experiment, unhelpful.




