Can Connectionist

Does the
subsymbolic account
offer a valid account
of connectionism?

M Can Computers Think In Images?
- 1998

t... Can computers
‘% recognize Gestalts?

83 Edwin Boring, 1946

Gestalt theories are consistent with computer inference.
From a.computationa point of view, perception involves unconscious
inferences similar to those made by electronic computers. From a
Gestalt point of view, perception results from the operation of
dynamical fields of forcein the brain. Both theories provide legitimate
scientific explanations of the phenomenon of perception, just from
different points of view. Thereisno fundamental contradiction

Can connectionist networks
exhibit systematicity?

33 Tim van Gelder, 1990

Functionally compositional representations avoid the connectionist
dilemma. Smolensky and others have developed "functionally compositiona"
representational schemes, which can account for systematicity without
implementing a classical architecture. Such representations can be built up
from parts and can be broken back down, but they are non-concatenative—
32 that is, they don't explicitly contain or "token" their parts.

Connectionist Supported by

representations avoid the "Tensor Product Representations Avoid the Dilemma," Box 38.

dilemma. Connectionist

representations can exhibit Note: Van Gelder points out that Godel numbers also exhibit nonclassical . . .
systematicity and related con-cat-en-at-ive com-po-si-tion-al-i-ty:

constituent structure. See sidebar, "The Steps of Godel's Proof," on Map 7. . T YR h
phenomena without » ® Functional compositionality, with the added feature that complex
implementing a classical £ representations explicitly contain their parts. Parts are"literaly

69
Computers can't understand images. Computers can't think
because they can't use images in the way that people do. Computers
can only deal with formal symbolic information.

Note: "Image" in these arguments usually refers to an "eyes-closed"
image, which isimagined in one's mind without the real object
necessarily being present. Sometimes the term is also used to describe
an "eyes-open" perception.

Networks Think?

The History and Status of the Debate — Map 5 of 7

An Issue Map™ Publication

What IS this?

This info-mural Is one of seven
“argumentation maps” In a
series that explores Turing’s

func - tion - al com < po - si-tion-al-i-ty:
A representational scheme that can produce complex
representations from parts and that can decompose a
complex representation back down into those parts.

The process can be repeated to create increasingly
complex representations.

57 Paul Smolensky, 1988b
The subsymbolic paradigm. The fundamental level of anaysis
for studying the mind is the subconceptual level, which describes
fine-grained subsymbolic activity in aconnectionist network. Classical
symbol manipulations are rough approximations of subsymbolic
activity. Subsymbolic activity is, in turn, an abstraction from neura
activity. Explanations of all 3 kinds of activity — symbolic,
subsymbolic, and neural —are legitimate for cognitive theory, So long
as the proper importance of each is understood.

Note: Also, see sidebar, "Postulates of the Subsymbolic Paradigm,”

SRR
is supported by

82
Gestalt recognition is

impossible for computers.
Gestalt recognition involves the
immediate comprehension of a
pattern as a unified whole.

Computers can only sequentially

.. Can images be realistically
represented in computer arrays?

is sllp‘por"[ed by

Start Here

symbolic architecture. present” or "tokened" in complex representations. Classical

Properties* (1982), which introduced the term connectionism, outlined some of the basic
properties of connectionist models, and argued for their superiority over classical Al
systems. The major publication of this new generation was David Rumelhart, James
McClelland, and the PDP Research Group's Parallel Distributed Processing volumes
(2986), which sold out upon publication and which rallied many Al researchers to the
connectionist camp. The writers described modern connectionist research in detail and
argued for the superiority of connectionism over classical symbolic Al.

representations and structure are processed (at least in part) by the same systems. Kurt Lewin, Max Wertheimer, and Edgar Rubin.

sensitive thought processes.

a"mind'seye." Because of that assumption, the use of quasi-pictorial images leadsto an
infinite regress of interpretations. Theimage must be interpreted by the mind's eye, but

then that perspective must also be interpreted, because the mind's eye then becomes part
of theimage, and so on ad infinitum. Therefore, the idea of picture-like representations

in the mind isincoherent.

,—}ImageinﬂMind's eye #2<P 3AMind's eye "
e

. symbolic representations are concatenative in this sense. :
Unmapped Territory 34 Keith Butler, 1991 on this map. Paul Smolensky 71 Michael Tye, 1991 — X _ process the components of a between the 2 approaches.
Additional Unstructured representations can account for Images are interpreted 72 Anticipated by Michad Tye, 1991 73 Michael Tye, 1991 pattern; they can't recognize
- LL - = systerlnlgtr;gity systematicity. Semantic structure can be represented Tensor Product Representations I70 b Isym bol—fitl\llszd a(rjrays » ?;Qgﬁﬁgg?ft%lggfﬁg?yﬁ ;)ég‘gr#rr;]%%%ttgeory can (,\“Jletstalk/lwhoées_ . -
u i the causal history of an activation pattern. For example, mages can be mages areé two-and-one-nalt- : A ; : 10de ote: Map S contans avariety i
I I I I I l I I r I I I 1 A | al l Turl ng, 1950 | believethat at theend arguments 71T T Ej}]lohn loves Mary‘r‘yisan unstructure‘t)iafatctivation patte?n ] In atensor product representation, vectors representing roles (e "subjec? 58 George L akoff, 1988 represented in computers s T T T dimensional arrays of s flawed by its classical conception s connectionist memory. of Gestalt-ingpired objections 0 gtgg:glg%ﬂ;éﬁ?gtseréfl??égzzrggﬂageedi%/g?:?npzr%cdhlak, 1991
- of the centur one IS supported by that can be traced back to earlier causa effects of "John." Role: Subject o : okl : ol I Subsymbolic representations and the by filled cells in an array. ittt symbols that encode two- disputed of memory as storage. Memory is disputed The theory does not require symbol systems. i - ; :
. y e l0 & ) and "verb") are combined with vectors representing rolefillers (e.g., "John : . : > LG ) ; . - b t stored | A b h recursively. Recursiveloops can explain the Gestalt figure—ground
Ye S m aC h I n eS C an . "loves," and "Mary" activation patterns, and perhaps even and "Mary") by taking their tensor product. A tensor product is the vector sensorimotor system. The subsymbolic Cellsin amatrix inside a dimensional information 4 not stored In aa(l: assiC buti y that images be stored relationship. Recursive loops allow the background of an image to
. y will be ableto speak of further back to microfeatures of those. By virtue of causal that results from multiplying each element of one vector by each element A paradigm, supplemented by an account of the machine's memory function as about physical surfacesalong representational manner, but is representationally. The be constructed as a complement (or opposition) to the figure.
. hi hinki history, unstructured connectionist representations can 2] of the other. In aconnectionist network, this can beimplemented by feeding M body's role in meaningful cognition, overcomes if they were arranged in a with viewer-centered reactivated in a connectionist discrete parcels of information
machines thinki ng account for systematicity and related phenomena. So, (4 the role and filler vectorsinto separate input |ayers that connect at a set of i supported by problems that plague classical Al. In classical visud array. Images information, such as depth dispositional fashion, based on the contained inimages may be v
O r W I e a- e O without expecting to be Fodor and Pylyshyn are right to claim that connectionist Y y Y multiplicative junctions symbolic Al, representations are only meaningful correspond to filled cells and relative orientation of strength of connections between stored in a connectionist s
. . i gd g representations are unstructured, but wrong to claim that 7 g 1] . ' by virtue of arbitrary associations with things in \év;g nsuch an array. Array- surface features. Such arrays processing nodes. dispositional system. dlsguted
I I l contradicted. ST, such representations can't account for systematicity. @ (1) Once afiller has been combined with arole it may be combined with other the world. Connectionist representations (i e., . sensory patterns are have an attached sentential Y
79 - - - t h I n k . A CO putml Onal iss supported by 5—IX— role or filler products by vector addition (Whereagorrespondi ng elements activation patterns), by contrast, areintrinsically interpreted by higher-level interpretation that specifies < ichael %9
I A N O are smply added together) meaningful by virtue of nonarbitrary connections systems. _ their representational content. s 74 Michael Tye, 1991
is is supported by 35 Paul Smolensky, 1988a - _ 2 @ (e : to eyes, ears, limbs, and so forth, which in turn Note: This argument is disputed Connectionism cannot accommodate all
n w em Can pO% disputed The coffee story. To see how distributed representations can Filler: 7 N 2[1[al2 1lol1]1 olo[1]1 31Tel4 are dependent on the surrounding world. sometimes referred to as the by the evidence about images. o
by encode compositional structure, consider aconnectionist representation Tolhm 4 ok 2[1[42 2[olo[1] . [o[1[1[4]| _ [42[5]7 Note: Also, see sidebar, "Postul ates of Experiential cathode ray tube, or CRT, i supported by Evidence suggests that image generation is a
- . of coffee. The representation can be obtained by subtracting a vector (o) | (o] olololo] T [1[1[ol2]| * [o[1[3[o]l = T[22 Realism, on Map 3. metaphor. Arrays are also constructive process that draws on separate packets 85 Joseph Rychlak, 1991 ] ) )
- I l I por an err]er] S 0 Kev: Icons for representing the microfeatures of cup from a vector representing the 5 % >11lal2 ol1l4lo 1101 33183 called matrices or surface of information stored in long-term memory. The is supported by The recursive interpretation of Gestalt images gives the wrong picture.
( y: _\ microfeatures of cup-with-coffee. The resulting representation of ) 1) e 5 L T connectionist dispositional theory lacks an account Recursive loops do not allow the background of afigure-ground structure to have independent
- = = Conceptions of Thought coffee s context sensitive in anonclassical way. It isarepresentation g 2 = o blact oY ey T R 59 Douglas Hofstadter, 1988 of how those packets can be stored discretely. properties. But aprinciple property of Gestalt imagesis that their backgrounds are symbols
o i of coffeein the context of a cup. M (subject)  (object)  (verb) any i i in their own right. This shows that Gestalts are not recursively constructed, as Hofstadter
Common sense and connectionism. :
The following icons are used throughout this map to 38 Paul Smolensky, 1988a Commonsense reasoning in humansiis best dams
L] ] . symbolize different conceptlons of thinking: . ;Sgisdotrh%rgﬁg:qtnzgpr_l(_e;ggrtg%(éﬂg explained by a"mental topology” of 75 David Marr and Keith Nishihara, 1982 Note: Also, see sidebar, "Postulates of the Dialectical Paradigm,” on Map 3.
- u n er an I ng . EmEmEm  Symbolic accounts of the mind representations (see sidebar, "Tensor _ 36 Jerry Fodor and Brian McLaughlin, requires is supported by conceptual "halos." For example, the concept Visual perception utilizes two-and-one-half-dimensional arrays of symbols. Visual processing occurs though
- Product Representations,” on this —0 1990 ) 7 of "contact" is surrounded by a halo of stages of construction. .
K Connectionism map) have constituent structure but —_— — / The regress of contexts. requires requires / concepts that include "call on the phone," "go 1. Visua information is gathered by recognition of intensity differences. 86 Rudolph Arnheim, 7 Postulates of Gestalt Psychology ~N
are distributed and context sensitive Cup Coffee s Smolensky's coffee representation leads I see," and "write." A mental topology can be 2. Atwo-dimensional "primal sketch" is made, which orders the visual information into a representation of edges and other 1969 ,
. . = = Alan Turing NEesdETED inanonclassica way. Vectors disputed to an infinite regress of representations. ’ /-“ explained in the subsymbolic framework, surface details. o _ , computers can E« o .
representing roles (e.g., subject or ) by Coffee depends on a higher-order where conceptual halos are understood as T 3. From that primal sketch a two-and-one-half-dimensional sketch is constructed to include depth and movement features the process images irom 1. Thewholeisdifferent from the sum of its parts.
\ ) object) and fillers (e.g., John, Mary, Microfeatures representation of cup-with-coffee. But c i overlapping regions in an abstract space. physical surfaces of the object. the top down. Humans ) o ) o -
3 3 loves, etc.) can be bound together by upright container n then cup-with-coffee presumably uf[? o Note: Also, see the "Can asymbolic 4. Finaly, the two-and-one-half-dimensional sketch is compared with other stored two-and-one-half-dimensional sketches. recognize images from 2. Thewholeis studied in terms of its form or organization. A Gestalt—which in German means
anetwork that takes the "tensor hot liquid minus m equals . depends on some further representation, Coffee fl‘?e f:b?en knowledge base represent human Doudlas Hofstadi Theresult is a three-dimensional structural description with a hierarchical structure. me top down, thaklmg ’ "pattern" or "shape" —is best understood as kind of perceptual configuration.
= product” of the two vectors. The G ized hand 1 such as cup-of-coffee-on-the-table. And understanding?" arguments on Map 3. ouglas Hotstadter themfm asawl Oc(iee?n'l ) _ o
vectors that result are then added Inger-sized hanale n S0 on. Cg:qn ?J(t:grs"sr:?nlon als. 3. Laws of grouping describe the general patterns of organization obeyed by perceptual wholes.
r a I I l a_ I C e a, e S AT o ettt e complex burnt odor 0 60 Walter Schneider, 1988 . recogrize imeges from
- ) : No grouping.
IS supported by 40 Terence Horgan and John Tienson, 1992 Specially crafted networks produce symbolic History of the Image Debate the bottom up, processing RSl ejejelelele;
- e . . Distributed parts Nonclassical constituents can be causally effective. The constituentsof a processing. Modeling symbolic activity requires _ - local featuresindividually Proximity: Elements that are closer tooneanotherare 0O OO OO
39 Jler & Fodor and Brian McLaughlin, bt o) tensor product representation may have causal powersin the same way that naturally connectionist architecturesthat are " hand-crafted to produce For most of the 20th century, imagery research enjoyed little and then aggregating grouped together.
- i / c 990 ¢ d causal bowers occurring (nonclassical) constituents do. For example, the wake left by a motorboat symbolic-like processing” (p. 51). Symbolic processes o 0 - favor, due to the dominance of behaviorist psychology. John them together.
Either Or ‘ onstituents of tensor product P isacomplex superposition of wave motions, none of which are explicitly contained don't "emerge” from connectionist networks (as Smol Watson (1913) led the behavioristsin rejecting imagery research, Similarity: Elements that are more similar to one Y YoloX X )
3y ' 31 Jerry Fodor and - disputed represengl_artllons Ia(f:k causal d 3[1]6]4 or tokened on the surface of water. Nevertheless, nonclassical constituent waves have claims), they must be explicitly built in. In the future, l l aS I - I ‘ O r I a because it involves nonobservable, introspective evidence. ) another are grouped together.
g 'St o Zenon Pylyshyn Connectionism can't account Connectionism accounts for powers. Thepartso attle_nsolr product 4] 2[5]7 numerous causal effects, including "setting a buoy to bobbing in acertain way, knocking connectionism will have to move beyond simple u ] o s
- - - . ISE; zonor \ for systematicity and related systematicity and related Eeprt?engan Of,‘ta{(e :Oéf’xpt'hc.'t )'/t—th 12132 down a skier, and contributing to the destruction of a sandcastle” (p. 212). feedforward networksto accommodate richer brain-inspired —_— During the 1960s, through the efforts of Allan Paivio and disputed Closure: Elementsthat form closed unitsaregrouped [ T[ ][ J[ ]
Connectionist networks can think. Connectionist networks can possess all important elements of human thinking or Jerry Fodor and phenomena glj.r OdUCtQ" ty, phenomena by using structured pg\?ts lﬁla\e,e(;,ro igdgpteend;; StlgtLIJS in tﬁe 3[3[8[3 architectures. Connectionism, aspart of a"team of concepts iss supported by _ _ otlhe_rs, |mz|age researcfhl was revitalized. Images were QCIJVE?] a by together.
understanding. Connectionist networks are characterized by: History of Connectionism Brian McLaughlin, ;:r%rgrge?]ﬁglogohlgéqage ) representations, complex representation. Assuch, tensor and Itocil'sél Ishoul_d ulté|11 Tatte_ly modelltsjcge%r}enomena :ts 77 Geoffrey Hinton, Imagine 2 triangles. Take one, role CI r?ofépi(e:\;al(r)ggo earning, memory, perception, and other - - _ .
* anahility to learn viatraining, rather than explicit programming 1990 ' . duct constituents lack individual Explicitly tokened single-trial fearning, attention, multispeed learning rates, 1979 s 11T flipit over, and superimpose psy giCal processes. Good continuation: Elements forming continuous lines T
el ATl 9 o - N . . . - inwhich case product constituents lack individu plicitly and working memory. i iss supported by tonthefirst. Th hat od h
* parallel and distributed processing Several historical precursors to connectionism are cited in the literature. It is sometimes The connectionist S causal powers, Classical constituents parts of tensors g y The quasi- tonthetirsl. Thisisw e : or curves are grouped together.
« neural realism, or at least neural inspiration claimed that Aristotle, with his focus on learning and intuition, was a proto-connectionist dilemma. The inwhich case S by contrast, have causal powersby virte have causal powers pictorial view yousee. I'” thehz?j”g 1?]70;1 anew CO?”'t'V'.St_ criti quehm; Imagery was _ _
» fluid tolerance of noisy or incomplete data The works of the British Empiricists (John Locke, George Berkeley, and David Hume) connectionist approach ionism isinad connectionismisamere of being ex’plici tly contained in complex can't explain Zaunc | y ;] e _I\_/Igcatt_eso cognlﬂve_ pesgj/cho ogy, not yf 87 Stenhen Kosslvi. 1994 Common region: Elements that are located in the same @@@
l I * superior performance on perceptua and motor tasks o ) ) are also viewed as precursors to connectionism, given that associative links between to cognitive science is ggr;nt?]célj?nl ;nclos i r?iti Oer?uate implementation of the classical representations. Sally 61 Marten den Uyl, 1988 some image /\ er?g; Ilipg s)t,rué/tﬂ'r grcnrttl)qgg ﬁgr? ﬁ%he Iax e || ;nq%réﬁngfe o SIS ggweg ?ocgg's - perceived region tend to be grouped together.
Note: This general characterization of connectionism isintended to highlight those aspects of the field that are relevant to this ideas are similar to weighted links between nodes. (Note that the Empiricists are also impaled on the horns of y of cog : architecture. The subsymbolic paradigm needs to effects. Some 78 Geoffrey Hinton, 27 &, @ [P S e on p p 9 ) _
map. Few connectionists would actually claim that *connectionist networks can think," because connectionist networks are pinpointed as precursorsto classical Al; see sidebar, "History of the Symbolic Data a dilemma—it is either analyze between-module structures. offects of 1979 / \ image effects. A psychological debate ensued that is stll of images has been Connectedness: Elements forming a uniform o0 090 0o
- - usually regarded as simulations of neural networks in the brain, which is where the real thinking is understood to take place. Assumption,” on Map 3). inadequate as a theory i Smolensky's analyses apply to single processing 76 aSrltng}Q\?nnesKI%%ﬁ%:rmtz 1977 manipulating images Structural active. 'C’Epmlgfl?ti’: tgrdo Ignrams connected region are grouped together.
o ) ; o - f mind, or elseiti . modules in the cognitive system, for example, rantz, 19 t b lained - Imagine 2 parallelograms that . N : grants.
- - o Activity of a Formal analysis of neural networks was pioneered by biologists and cyberneticistsin the mere inmp?ermeﬁ;ﬂgsn%f In Either Case d'“;;“ toa"smell module” or a"depth-perception Images are _qua5|-|p|ct0r|al f,?,r}?]?erpfg npg?hrém dfisczlpnons are drawn ‘tjogethe’og and ;@ecuﬁmt o'l deba;le.'Sp”marr']'y a?]ebatem psychology TOP'dOWI:‘ procesdrg %f” i E et determine h ¢ simuli will b i o whol
Thinking connectionist 1940s and 1950s. Warren McCulloch and Warren Pitts (1943) developed a"logical the classical module." However, to analyze the simultaneous representations. Imagesare as picture like artectimaging superimposed. Thisiswhat out the nature of mental images, how they are processed, Imagery nas been formally - Frames of reference determine how a set of stimuli will be grouped into a perceptua whole.
network calculus' of Al activi hich showed that -like el t Id t . . o L operation of multiple modules will require new quasi-pictorial entitieswith spatial picture ’ tasks. This and how they areimplemented in the brain. Some of the debate described using atheory of
R A L R 2l FIe e e Il B e e architecture. “The mind cannot be, in its general structure, aconnectionist D i P o ropertiesthat correspond to those symbol filled arrays. example showsthat | YO4 5% is represented on this map in the "Isimage psychology avalid rocessing subsystems. — i (i
logical functions (see "The Logical Calculus of Neural Activity," Map 3, Box 6). etwork” (Fod dPvivehvn 1988 b. 33) and the dassical 37 Noel Sharkey and Stuart Jackson, 3 elements of a mathematics beyond what Smolensky describes. prope €0 L However. if we p / epi 20 [N the age psycnology pro g subsy 5. A Gestalt pattern can be perceived either as an independent object (figure),
" network” (Fodor and Pylyshyn 1988, p. 33), and the classi 1994 1 element of a context- of their correlated physical objects. interoret images as how ashapeis approach to mental processing?* arguments. Thistheory is _ or as the surface or background behind the object (ground). Certain laws
Donald Hebb (1949) proposed that learning in neural networks takes place when 2 symbolic paradigm is still the best explanation of mind. Weight representations avoid the context- - independent Images possess structure by virtue Struc?ura. 0 perceived depends _— . . . mathematically precise determine whether aregion will be seen as afigure or ground.
- P connected units are simultaneously active. Frank Rosenblatt (1959) may have been the g . ) of their tiesto higher perceptual P~ on the structural For further discussion of the history of imagery in psychology, enough to be simulated in
. Postulates of Connectionism i onist. HiS perGeptro o i John loves Sally regress. One part of acontext- dependent weight 62 Richard Golden, 1988 processes. descriptions, those description that is see Allan Paivio (1971, pp. 2-8) and Stephen Kosslyn (1994 computer programs thet ; inci -
f \ first modern connectionist. His perceptrons (one-layer feedforward networks) could 41 David Chalmers, 1990b dependent vector representationisa activation ‘representation istical rati li | ibeth li effects can be easily p > r M Y ’ ; g 6. According to the principle of Prégnanz, or closure,
. . ot 271 = ; : ; Statistical rationality needed. Smolensky needsto describe the subsymbolic Supported by : used to construct it. . pp. 1-4). recognize patterns by a bi imuli arei odin th ol
T TS oid anents calednis arnodes learn to recognize patterns reasonably well, and he developed early forms of several . Implicitly structured 2.1 context-independent weight representation radiom more precisly by stressing the role of statistical inference in " holoav.” Box 88 explained. Such However, the shapeisthe ond ambiguous stimuli are interpreted in the most simple,
e Ty modern learning schemes. Rosenblatt also introduced the use of computer simulation T 44 Jerry Fodor and Zenon Pylyshyn representations can engage in representation. Weight representations ) gonnegti onist gtems Yro 3(110 this S S?nol ensky needs 1o recoam ze that: mage Psychology,” Box 88. structural same in both cases. \. J ﬁm%etisegst%gi r? o regular, and symmetric pattern possible, based on
N 2. Nodes pass signals (numerical values) to eech into neural network theory. is supported by 1088 ’ sgucttkjre-sgnflp|v:d ;grctn:e;smg. A ‘ "provide a contextually stable <4 e < logical infe?énce is a special case of statis%/ical inference(')g ' descriptions YP 9 availableinformation.
other. Activation value From the | ate 1950s to the 1970s there was alull in connectionist research, which resulted ggsnor::?gttilgrr'li?nT |Fs)r ing units Unmapped Territory gistvrvi(k))rutecd?rr]e;gn?ati ogsrc)e}npa%rslr'T\]/e ﬁ{:ﬁeggﬁgq-ggpﬁgeﬁggr%ns \ * ..rational connectionist models are statistical inference mechanisms;" gﬁ;ﬁgﬁ;ﬁd Postulates of Quasi-Pictorial ' . ' . .
3. Nodes are connected info networks. which . o from the early success of Al combined with Marvin Minsky and Seymour Paperts critique S eonection ot netwmork R sentences into the active voice, and vice may be constructed” (p. 168). * "continuity is necessary for representing partial (real-valued) beliefs’ (p. 35). spatial relations as 4 Image Psychology \ 7. Psychological systems that reduce thinking to discrete operations on data, such as structuralism,
: - 4 utput of perceptrons, which was devel oped throughout the 1960s (but not published until 1969). causaly connected by associative Additional versa (thereby exhibiting systematicity). labeled 1.1 like pictures, h atial ties. | behaviorism, and Al, are inadequate, because they fail to account for Gestalt properties of perception.
e dsebe 5 ggjral n_etworks:o[nérjl_ehbrgn ez .- function Their critique showed that one-layer networks couldn't compute certain kinds of functions ke Bt assoc dionia theories associlalt(i)c?né}sm This ability shows that the implicit is acs. : aT(?g?gtulrére: “r’:)f b:l\fljl isp ' aﬁglr?ﬁ%ée;qg?ﬁgf o _ o
thara nnectionism And The Brain,” on ' (see "One-Layer Perceptrons Can't Compute Certain Functions,” Box 10). are"cognitively weak"; they cannot arguments structure of its representations can be (5[] 0]1] disputed ph el e, bt the;/l S v sme degree of Note: Presented here is primarily the Gestalt theory of perception. Applications of Gestalt theory
is map). Output account for sySematicity and related casually effectivein procesing, . by — spgtiality IJmages we quaspictorial enities to learning, motivation, education, and social psychology have been excluded.
4. When aset of sianal h de. th Connectionism began to resurface in the 1970s. One of the classic papers of the new phenomena.“SymbolicAl, however, Sally is loved by John —_ 79 Anticipated by Stephen Kosslyn and James Pomerantz, 1977 _ ' . o
. When a set of signals reaches anode, they are generation was Jerome Feldman and Dana Ballard's "Connectionist Models and their can explain systematicity with ST Quasi-pictorial images face an infinite regress. Picturesareintrinsically perspectival, 2 a al 3 d Authors on this map whose work draws on Gestalt principles include Hubert and Stuart Dreyfus,
Qggﬁgﬁ%&'g;ﬁggﬁfggﬂﬁ?ﬂ 3:1‘31%@ reference to structured is supported by and so the notion of aquasi-pictorial image makes the assumption of a point of view, or o WIESESEISE IS [ opIB0[Faiee Ve [PE2er £ IGISET Edwin Boring, and Rudolf Arnheim. Other noteble Gestaltistsinclude Kurt Koffka, Wolfgang Kohler,

63 Paul Smolensky, 1988b

Too early to throw out computational approaches. Some processes, such
as motor control, have yet to be modeled in a statistical framework. So even if
Golden isright about the centrality of statistical inference, it istoo early and too
restrictive to exclude other computational approaches from consideration.

3. The cathode ray tube (CRT) metaphor provides a
reasonableinitial model for properties of mental imagery.
The metaphor may have to be abandoned at some point,
but it contains many essential traits of imagery (see
"Images Can Be Represented In Computers By Filled
CellsInAnArray," Box 70).

5. The activation value is then passed through an
output function, which decides what final vaue
aunit should output.

Sample Output Functions

Stephen Kosslyn \Dra\wi ngs adapted from Irvin Rock and Stephen Palmer (1990). )

(—Constituent Structure of Mental Representations-\

Classical symbolic theories
postulate alanguage of thought
(see"The Language of Thought," Map
3, Box 68), according to which
complex mental representations

are built up out of more simple
representations. Complex
representations can themselves be

Sigmoid function

Threshol(_i function

6. \ectors (sets of numeric values) are the basic .
representational medium of a connectionist N
network. Vectors enter the network asinput, PR
are processed through vectors (and matrices) || glacdtl\f/ﬁté%r:]ésvagg\ée some
of weights and connections, and new vectors e e vEE
are produced as aresult. "

7. Neura networks are trained to compute vector

I to-vector functions. That is, they learn to

convert specific input vectors to specific output
vectors.

is s‘.lp‘p(‘)rted by
™

45 Brian McLaughlin, 1993a

The burden of proof is on
connectionism. The burden of proof
is on the connectionists to explain
systematicity and related phenomena
without implementing a classical

Implemented Model

43 John Pollack, 1990
The RAAM Network. Passive—active transformations can be achieved,
in part, viaarecursive auto-associative memory (RAAM) network. A RAAM

42 Brian McLaughlin, 1993a

Chalmers's representations lack
syntactic structure. The representations
used by Chalmers lack syntactic structure, even

mind's seeing mind's seeing mind's
eye #1 eye #1 eye #2 seeing
mind's eye #1

Renewed interest in connectionism was answered by the classical Al camp with a series
of polemics, in particular a special issue of Cognition (1988), which contained 3 long
critiques of connectionism by prominent cognitive scientists. The gist of the 3Cognition
arguments is the same: connectionism isarevival of associationist theories, which are

Imag

A continuous version of the
threshold function, which
outputs one of arange of

complex representation
("molecular representation")

4. Images play afunctional rolein cognition. They are

) 108 Zenon Pylyshyn, 1973
not epiphenomenal.

Dual codes are too
indeterminate to encode

64 John McCarthy, 1988
Connectionist networks can't quickly elaborate their capacities.

Are images less

values rather than just one of nitively weak: such theories can't account for the kind of systematicity and generativi architecture. combined to form higher-order John JLoves network compresses constituent vectors into complex representations, and if they represent sentences that possess Whereas humans (and Al systems) can quickly elaborate their capacities, / ) . i

two values. J ft?agt symb)cl)l ic accounts explain so well; and, if connecti onizjn can aoctgum fgr such Y representations. - - t decompresses those complex representations back into their constituent parts. syntactic structure. Because they lack real connectionist networks can't. For example, when an English-speaking human s s 5. Imaggt?elar € constructed :‘rom ChU“kS't thfﬁ eadr f]i stored knowledge. Dua codes are too
phenomena, it offers a"mere implementation” of the classical view (see "The Past-Tense ) K : The processes of compression and decompression can be repeated to deal syntactic structure, such representations cannot is given asimple rule for Chinese pronunciation (e.g., say "ch" when you see disputed disputed ?nepaf y '? wefpﬁ%éd mggﬁ arenot pulled trom ambiguous to provide for
Model Does Not Argue Against Rule-Based Explanation,” Box 24, and "The Connectionist When a complex representation : '- : with arbitrarily complex connectionist representations. participate in structure-sensitive (or "Q"), he or she can immediately use the rule to speak differently. Thiskind % % emory es Ty Tormesnts Sﬁérﬁg?é’fe??etx’%ﬁeeﬂ Bmeone

Connectionist Network Computing

Y explicitly containsits parts, those parts
Vector-to-Vector Function

are said to be tokened in the complex
representation. The parts of acomplex

of learning could not occur in a connectionist network, which would have to
instantly adjust thousands of connection weights. Humans and Al systems
are "elaboration tolerant”; they can quickly extend their abilities to take into

syntax-sensitive) processes.

7

Dilemma," Box 31). 6. Conceptual information in long-term memory can

influence image construction.

46 Daniel Dennett, 1991b
Cognition isn't always systematic.

John Loves shown apicture of arose doesn't

Mary
know whether the word to associate

Jon Loes aIIy

- -
8. Learming takes place at theweights, which are The debate between connectionists and classicists, which has been called a"holy war" Not all organisms exhibit systematicity of representation are usually referred to um !E account new phenomena. 4 , with itis “rose" “flower," "plant.”
adjusted using avariety of learning procedures, and a"battle to win souls,” continues. Although the debate has often been heated, current thought processes. For example, there are T : ) 7. Images as reconstructed from perception and memory or another word. Moving from
" " 3 : uents. DS A5, - h ! h g1ro
generally involving exposure to a corpus of ¢ EEUESe el gy ol 8 ER mEEE L WETE W T I I EEE i ol Te creatures that can in some sense think "The constituents of the representation O ( () 9000 Arguments : 80 Stephen Kosslyn and James Pomerantz, 1977 81 Stephen Kosslyn, Steven Pinker, George E. Smith, and areintrinsically object-directed, or “intentional." . pictures to words and vice versa
i - “Learning i virtues of both classical and connectionist approaches (see sidebar, " Spectrum of Positions,” lion is going to eat me" but cannot think "I i s clai 2 7572~ about level Unmapped Territory i The mind's eye should be seen as a classification Steven P. Schwartz, 1979 Photograph t intentional i inq i i
sample inputs (see sidebar, "Learning in ] lonisgoing to 1€" but cannot thi Classical theories claim that mental  (at the lowest level, "atomic /) / out levels are is ° S| X ) Ve ; Lo . otographs are not intentional. requires an underlying intermediary
[ ] Connectionist Networks," on this map). on this map). am going to eat the lion." rocesses of inference, transformation ° : 7 widespread in » disputed scheme. Themind'seye need not beinterpreted asalocation Machine implementations using images have displayed code, o interlingua, to mediate the
: ) - : ) gom T e e B E RS representations”) 4//4/// the philosophy Additional by in space. The mind's eye is better thought of as a processor real computational power. Quasi-pictorial imagery does not Note: This set of postulatesis also called the "pictorialist o realms. So. dual code theories
i i Further history is contained in Rumelhart and McClelland (1986b, pp. 41-44), and in < POSTION, S of connection- levels (or "visual buffer") that interprets sensory informationina | | lead to an infinite regress about amind's eye. In fact, computer view" or the"picture theory." - - o0
n Proponents include David Rumelhart, Paul sensitive, which means they operate % i : ' . - pi y 107 John Anderson are inadequate.
Smolensky, James McClelland, Geoff @uwell and Norvig (1995, pp. 594-596). ) Gvectly 2 the constituent ruciure ism and Al, and arguments series of stages. In the process of interpretation, sensory models based on avisual buffer have been highly successful at a P \ _
Hinton, Jerry Feldman, Paul and Patricia of representations. go back at least information is classified in terms of conceptual categories variety of tasks, even to the point of being able to solve problems Proponents include Stephen K osslyn, Michael Tye, and A dual code interlingug
L] = Churchland, Terence Horgan, John Tienson, and L N ep l!ﬂl to the work of that are correlated with objects and their properties. they were not originally programmed for. Such success could not Mark Rollins. theory explains is
- David Touretsky. Other notable proponentsinclude ] = S[-40[1 David Marr. 65 Paul STiolensi. 1988b result from an incoherent theory. \_ J knowledge as disputed
JS?,,E\','JQ(‘]‘” Stephen Grossberg, and Terrence Ot I l e r ‘ : O n n e‘ :t I O n I S t 47 Robert Matthews, 1994 Other ways of referring to constituent structure include: John Loves Mary The consc(i)oel}?s r)l/i!e—in_terpr_eter can elaborate its capacities. Theone-trial learning process well as't' d by
Three-concept monte. By the way they pose their o comEEeE] S « syntactic structure ' that McCarthy describes is carried out by a"conscious rule-interpreter,” which learns new rules and grgtﬁ)atlai(lxljgns 0.
= \ challenge to connectionism, Fodor and Pylyshyn (and . P itional ti « combinatorial syntax and semantics — can apply them immediately, although at acomparatively slow rate. Eventualy, the new ruleis oo i
later, McLaughlin) make it hard for connectionists to e e s e « Janeuace of thoueht a Spectrum of Positions ~N encoded in the weights of the "intuitive processor," which is comparatively fast. How the conscious —rr = = consisting of images
) I o rovide an accentable response. While distracting us compositionality suag & rule-interpreter would change its weights for one-trial learning is a subject of current research. is supported by 106 Zenon and associated
earning in Connectionist Networks p Eplae resp 9 verbal strings
- \ with talk of systematicity and implementation, they k ) . . Pylyshyn, can be used to is
Connectionist networks learn by incrementally conceal the crucial issue of explanation. It turns out that Imp lementationalism 1973 encode knowledge disputed
n n adjusting their weights in response to a corpus the only explanations classicists are willing to accept are o 66 Walter Freeman, 1988 u Images are Such adua code by
of sampleinputs. The networks are repeatedly classical explanations. (_Systematlmty and Related Phenomena_\ Too much representation, not enough dynamics. Connectionists like - ) secondary to is by itsdf adequete:
fed these inputs until they have been trained to 9 Hubert Dreyfus, 1992 . - Implementationalism  Thisiswhat matters. Smolensky are right to emphasize dynamics and complex activity patterns. propositions. it iSn't necessary to
y y perform as desired. Training takes place viaa Connectionist computers lack a commonsense background. Explanation Systematicity i I someone can think Themind, inits general Forget the However, Smolensky's notion of subsymbolic representation carries connotations " Knowledgeis postulate a more
learning algorithm. Connectionist networks are unable to make generalizations and classifications B The ability to think certain structure, is a symbol brains, focus of registration, storage, retrieval, and backpropagation, which do not appear to encoded in an basic level of
o . in the way human beings do, because they lack our commonsense understanding thoughts (or say certain things) is Sally processor, Connectionism on symbols! play arolein the complex neural dynamics of animals, like rabbits. Furthermore, 89 Zenon Pylyshyn, 1973 . 90 Stephen Kosslyn, 91 Allan Paivio. 1979 unconscious propositions.
Learning is a central emphasisin of theworld. For example, one of the army's early connectionist networks was intrinsically connected to the is only useful asatheory connectionists rely too heavily on the simple dynamics of equilibrium attractors. The definition of image is too vague. Thenation Steven Pinker Computational propositional 109 John Anderson, 1978
connectionism, and there is a vast technical trained to distinguish photos of tanks from photos of empty |andscapes. The ability to think certain other she or he should also be able to think of how those symbolic In doing so, they ignore the more complex dynamics of limit cycles and chaos, 88 of "image" has no clear meaning except by association George E. Smith, and th eorFi) es of imager medium that lies Propositional codes are not necessary for
literature on the various connectionist learning U BT results were initially promising, but it was later discovered that the network - thoughts (or say other things). processes are ) lThweta{%g‘grefa” which play important rolesin the neural dynamics of animals. ' Image psychology. with the commonsense notion of a picture. But the Steven P. Schwartz, give inad equatg y beneath both translation between verbal and visual codes.
agorithms. The most widespread learning nmapped Territory made its generalizations inappropriately —by detecting whether or not there Systematicity can also be Sally implemented in the Imp al s Note: For elaboration on these points, see sidebar, "Postulates of the Dynamical Members of this school notion of apicture is misleading for the study of mind, 1979 account of basics language and If it were necessary to have athird, propositional code
procedure is the backpropagation algorithm, were cloudsin the picture (the pictures with and without tanks had been taken {%\ characterized as akind of mental brain. Approach to Cognition,” on this map). of psychology clam that because it implies that a spatial geometric figureis Computer is Kossyn's ) imagery. to translate between visual and verbal code, then it
which changes the weights of afeed-forward Additional on different days). , , Systematicit _ Symmetry. Proponents: Zenon images play an essential somehow actually present in the brain when we perceive simulations show disputed yt ional th Imagery by itself would also be necessary to have afourth codeto translate
network based on the error generated by a learning Note: For similar arguments applied to the symbol systems architecture, see the y y Implementation A related point is that systematically related thoughts are not related to certain Pylyshyn, Jerry rolein thinking. images. . how the image by ?g?;‘ig exlglnain ei?ﬁg isnot of interest from verbal to propositional code, and afifth to translate
- - u S u S given input. Other important learning arguments Can asymbolic knowl edge base represent human understanding?” arguments other thoughts. For example, "John loves Sally" is systematically related to Fodor,and Brian 67 Louise Antony and Joseph Levine, 1988; William Bechtel, 1988; Note: Image That definition istoo theory can be made the developmental to cognitive from verbal code to the new intermediary code. This
algorithmsinclude competitive learning and the onMap 3. "Sally loves John” but not to "2 + 2= 4. This property of cognitive systemsis McLaughlin. B. Chadrasekaran, Ashok Goel, and Dean Allemang, 1988; Carol Cleland, /~ conceptual level psychologists are not vague. precise. Images can origins of |mages or science because leads to an infinite regress.
Boltzmann machine learning algorithm. 50 closely linked to systematicity that it i often overlooked. It has been called 1988; Stephen José Hanson, 1988; Dan Lloyd, 1988; Chris Mortenson, - —— directly concerned with be precisdly described as their Simulus It cartt explain
1) compositionality, but this term is confusing, because compositionality is normally 1988; Gardner Quarnton, 1988; Georges Rey, 1988; Jay Rueckl, 1988; | subconceptual level the issue of whether computational data conditions. The theory kumaln o is supported by _ o
used to refer to the compositional structure of mental states (see sidebar, " Constituent Revisionism Walter Schneider, 1988; Gregory Stone, 1988; David Touretsky, 1988; computers can process structures. Thisis not simply assumes some howledge. < Interlingua
- - Structure of Mental Representations,” on this map). Symbolic accounts of mind Andrew Woodfield and Adam Morton, 1988 ] imagery, and in fact just avague picture-in units are primitive Y
There's i will be exactly correct, after Smolensky's treatment of levels is problematic. Smolensky's some would deny the the-head metaphor, without explaining P Interlingua
r e O e I O I S no ttﬁgtk in 48 David Braddon-Mitchell and John Fitzpatrick, 1990 Inferential Coherence ) N ) they have been revised on account of the conceptual, subconceptual, and neural levels (and the neural level claim that images can because operations on them. An operational Verbal Visual
. . C I I I I C I I i Sy tomatios 2o bo oxpiainod by aatinal selection. Systemtict The ability to make certain inferencesis related to the ability to make certain the basis of insights from s revised b Cohabitationism relations between them) is problematic. . be represented asfilled these data structures approach is superior
—_— an be explaingd by natural gelecti on rz;t/her than by a speci fic architecture sﬁch others. For example, an organism that can infer p from p & q can asoinfer g connectionism. y Connectionist and symbolic architectures . alThere are better c\j/\/ays tgf aerlt(lj cul?jte the levels distinction (Chadrasekaran et. cellsinan array. (such asrotation and because it produces
= @ as the language of thought. An explanation based on natural selection avoidsthe fromp & g. Thisisalso called systematicity of inference. Proponents: This position cohabitate the mind. Connectionist TH' nglrnt]? e oaeld Morton) a and a levelswith v, the Iragery perodrs ng) can be factual information
I I e W O r S V u I I e r a e —= need for supplementary evidence that must be provided to support a specific . has been articulated by networks perform low-level perceptual : wgsg,?nbgl Sogritive <o gafer;fhrgtac..og(j%pgﬁ agaef? it che;’thgs’g{}ghly ?;bgaer:trlgﬁghology is simulated on acomputer. rather than mere formal 110 Allan Paivio, 1971
architectural hypothesis and helps explain how the mind develops over time. Productivity - e several authors but has not and motor tasks, which interface with the understood neuroscience informs athoroughly understood cognitive computational issue, so modes. The dual code theory. Knowledge can be encoded using a
- - Hubert Dreyfus From afinite stock of resources, a person can think an indefinite number of been explicitly endorsed. symbol processor of the mind. comp ' dual code of images and associated verbal strings. Whereas
thoughts (or say an indefinite number of things) by combining atomic and Proponents: John Barnden and Walter psychology (Lloyd). ) . ; itis represented here. 95 Zenon Pylyshyn, 1973 92 Stephen Kosslyn and ither i bal stri il by themsel d
. - molecular representationsin variousways. Thisisalso known as generativity: Schneider. ¢ Thethree-level distinction istoo simple. There are more levelsand That's a problematic Images are not primitive James Pomerantz, Nettner Images nor ver rings will by themseives proviae Rose
- O e ar l l I I I e I I S 10 Marvin Minsky and 11 David Rumelhart and : ' Hybridism : modeling strategies than just 3 (Quarnton). distinction! explanatory concepts. Tobe 1977 objective representation of the world, they can be combined
Seymour Papert, 1969, James McClelland, Cogritive researchers should develop hybrid « Thetreatment of levelsis eliminativist (Rey, Schneider, Touretsky). explanatory, images must play a Pylyshyn uses the 93 Zenon Pylyshyn, into coherent representations that do represent the world.
asarticulated by 1986b models that incorporate aspects of symbolic o Thetreatment of levelsisimplementationalist (Hanson). rolein causal explanations. But wrong notion of an 1981
- = David Rumelhart, Multilayer perceptrons Y Y and connectionist architectures. Thisposition « Thethree-level distinction isincoherent (Antony and Levine). S . the mere experience of imagery image. Pylyshyn The picture-in-the-
James McClelland, and FARG, can compute all is usually taken as a practical approach to E icali « There should be more focus on the neural level (Lloyd, Mortenson, Rueckl). is supported by 94 Allan Paivio, 1971 give us no reason to believe that attacks an extreme head metaphor
1986b relevant functions. Sally Sally modeling, not as a philosophical standpoint. | cumenicalism + Therelationship between the subconceptual and conceptual levelsis not Images are primitive images play such acausal role. "picture-in-the-head" / covertly influences 111 Stephen Kosslyn and James Pomerantz, 1977 112 Zenon Pylyshyn, 1973
One-layer perceptrons The limitations described \_ J Proponents: Stan Kwasney and Kannaan " |sne%0$ar}rl] by lncirggorate £ one of approximation, but of part-whole (Bechtel). functional Images in themselves (prior to theory of images, S the image - Quasi-pictorial images can do the same work Images cann)(;t gn'code
can't compute certain by Minsky and Papert do Faisal, Trent Lange, and Michael Dyer. devgyt ltﬂgt a wfor s das we & ¢ Theanalogy between Smolensky's levels and Newtonian and quantum components of interpretation) are epiphenomena according to which they disputed theorists. Evenifno as symbolic descriptions. An adequate theory of knogvled e Knowledae consists of
functions. One-layer perceptrons not apply to multilayer Ce" Op eories ol nt])IrI] 3 physicsisflawed (Cleland). thought. Thought that ride above a causal substrate are like mental by one takes the picture- mental activity can be formed without assuming an O 0% thes ”6%0 bl
S I I I O S S e l I I S 7 cannot, in principle, compute networks. Minsky and 49 Brian McLauahlin. 1993b onnectionism, 53’ m ﬁ icism, ) « There should be closer contact between levels than Smolenksy cannot be explained of propositions, like foam rides photographs. But such in-the-head metaphor underlying propositional deep structure. oration tfi applies |0 arang o
. certain functions, including: Papert ignored such Natural selecti%n does not exolain nﬁljrosuence,han p_ﬁ aps A suggests (Rueckl). simply in terms of verbal atop awave. mental photographs seriously, the metaphor * Knowledge can be gleaned from images in the same 0 is ﬁowever only carr inforn? tion :l?o 0
. parlty—Wgethefr an ;)d_d (t); ?r:etworks in partsek;e?ause 50 David Chalmers. 1993 systematicity. Netural selecti one:an't explain gorgi gﬂg‘:g@oﬁ wi « Levelsare nothing but pragmatic constructs (Stone). St;tTel:I#s%"rnr?éresponse Note: Pylyshyn argues elsewhere would lack intrinsic * :Er']g‘np: In?gg% (tjl::g'? s(t)sn way thf_ﬁ it can from be gleaned from sense came as disputed the situa{ionsy fromywhi ch they arose;
even number of unitsin the ere were no usefu , aticity. : . i i i ions. t arose;
input layer are active learning procedures for Connectionist implementations of classical machines possess systematicity, because natural selection doesn't understanding of how the % Bhenomenaof meaning, L?wﬁnﬁdé(g?;ﬁgfwa. strqlé(t?gurre. Ir?qagr?rlijgrqlke \ appedl to the spatial . plgre%erpesentations using images may reqire less by in themselves they |ack generality of
= .  connectedness—whether all training them. Today, compositional semantics. Because connectionist implementations of classical ! describe its constitutive bases. Evolutionary mind operates. Ecumenicaism J 68 Paul Smolensky, 1988b memory, learning, and gtr tgrgg S't't' thaty ﬁ properties of images. storage and may be more efficient than those that application.
- 3 John Searle, 1990b; Roger Penrose, 1989 _ active unitsin the input layer however. there are saveral machines have a compositional semantics (see sidebar, "Constituent Structure of s theory can describe the historical origins of has been called "theoretical The extremist fallacy. A common broblem with the various attacks on language involve a ructured entities tn Use propositions. Rose Note: Also, see the "Can computers
Connectionist networks are formal systems. Any function that can be computed are connected to all f,’theray effective agorithms for Mental Representations," on this map), Fodor and Pylyshyn's claim that no disputed constitutive bases, but it can only do so after the pluralism" by William James. the 3-level distinction i Xhat th IO_t the following "extremist fallacy": coordination of images still have some spatial Sunnorted b ' represent the anal ogue properties of
on aconnectionist network can also be computed on a serial machine. In fact, most current active units (either direct! tranin muglltil o connectionist model could have a compositional semantics must be false. This by constitutive bases themselves have been Proponents: Eric Dietrich and ? Kt ?I'h_ ave d ||n éon Is-t- eyt?]omm ?- 0 _ganlng EX lr_eml_ ay with words that is not properties. nlmppo% Are)éuasi—Pi ctorial Reoresentations.” Box 76 o images?' arguments on this map.
u connectionist networks are simulated on serial machines. Conversely, connectionist networks iaoth its th ¥ 9|]( 4 structural flaw in Fodor and Pylyshyn's argument can be traced to their described. So, evolutionary theory by itself isn't ChrisField, Robert van Gulick, Jay hehahdrdolad sediteitisetdiias vl bl tHundill i fully explained by the % * : : °
can be used to implement classical serial processing. Thus, arguments directed against the or viaother units that are networks. ' y eliminativism and implementationalism. Any view that rejects one Y expl y

underappreciation of the difference between local and distributed representations. enough. Rosenberg, and Gregory Stone.

behaviorist program.

must embrace the other; if it embraces both, it isincoherent.
But the subsymbolic paradigm rejects both eliminativism and
implementationalism, forging a"limitivist" middle road.
Note: Smolensky separately addresses the various other attacks on his
treatment of levels.

Postulates of the Subsymbolic Paradigm_\

active).

formal character of symbol manipulators apply equally well against connectionist networks.
Supported by

"The Chinese Room Argument," Map 4, Box 3;
"Mathematical Insight is Non-Algorithmic," Map 7, Box 23.

con - sti - tu - tive bas - es: Capacities
that work together to constitute a
higher-order capacity. For example, the
capacities to have the beliefs that "John
loves Sally" and "Sally loves John™" are
both constitutive bases of the higher-order

12 Tim van Gelder and Robert Port, 1995

Connectionists fall into a computational mindset. Connectionists take
some steps in the right direction, but they fall into a computationalist mindset,
for example, when they substitute activation patterns for symbols. Connectionists
should focus more on the dynamical systems approach, which views the mind

97 Zenon Pylyshyn, 1981
Images are cognitively
penetrable. Imagesare
cognitively penetrable, in that
they can be altered in various

cog ° ni - tive - ly pen - e - tra - ble: A mental
phenomenon is cognitively penetrableif it can be
accessed and altered by other thought processes.
For example, a belief that the cat isonthe mat is
cognitively penetrable, because it can be altered by

Limitivism

Symbolic processes are
approximations of lower level
subsymbolic (connectionist) (

Eliminativism
Connectionism and
neuroscience capture all

- arrange debate so that the cur-

Representational
level (compositional

Note: The point that connectionist networks and symbol systems can simulate each other
iswidely accepted. Searle and Penrose use this point to show that their Chinese Room and

Can computers represent

] n
Godel arguments, respectively, ly to connectionist networks as well asto classical Al as a complex system that evolves through time. Connectionists need to "take ti ; . important aspects of P i : SR T ways by what asubject thinks. ! : :
r ‘ ! I I t : ; t O I I I O I I I t O f ‘ ! a C I I systemsg it . &Py the leap out of the computational mindset and into time" (p. 3). semantics) capacity to have systematically related mind. High-level, - ?{g%'gb‘l’(\’)h'i%g'sgcabwﬁ'g% 1. Subsymbols are fine-grained constituents of symbols. is supported by Fg?/ exg\/mple, ina lJ:)ioIogicaI further information that the cat is actually adummy. =
beliefs about John, Sally, and love. symbolic accounts of the b gical processes context an image of aroseis )
mind should be % Proponent: Paul Smolensk 2. The relation between symbolic models (studied by classical Al) and subsymbolic models seen as a composition of According to Zenon Pylyshyn, those phenomena
| : Implementational, eliminated from @ ' 4 (studied by connectionism) is similar to the relation between classical Newtonian physics and petals, sepals, leaves, and that are cognitively penetrable are generally explained
is supported b 4 Jack Copeland, 1993 ; ionist level cognitive science. quantum physics. Symbolic models are rough, macro-level approximations of subsymbolic stems, whereasin an artistic | I térms of symbolic rule-governed processes that =
pp y : C \ o 3 Invalid Inferences connectionist leve o ) " Stenh i i i operate on the more basic, cognitively impenetrable
Simulations of connectionist C R Proponents: Stephen activity. Images may not be context theimage is seen asa J\' ]
networks are not duplications. It Searle argues But that implies that ~ Thus, Searle's 4 onnectionist Representations N\ Stitch, Patricia @ , o . _ _ primitive, but composition of color patches, | components. I 114 Mark Rollins, 1989 .
isinvalid to argue fromthefact thata  that this is invalid  the contrapositive connectionism . o i : Churchland, and Paul 3. Subsymbolic processes are abstract simplifications of neural processesin the brain (see sidebar, they're stll 96 Stephen Kosslyn and shadings, and edges. u Analogue images have an internal
= = = = serial simulation of a connectionist reasoning: form is also invalid:  argument is also ; ! Like Al researchers, connectionists are concerned with the issue of how Churchland. "Connectionism and the Brain,” on this map). At present, it is an open question exactly how important James Pomerantz, 1977 Consequently, images cannot syntactic structure. Analogueimagesare
network can't think to the conclusion ’ " invalid. 52 Michael Antony, 1991 51 Keith Butler, 1993a - mental states represent theworld. Severdl kinds of connectionist Neural Eliminativism subsymbolic models refate to neural models. portant. Images are important even if be explanatory primitives; "structured configurations' whose syntactic
- I n I r I I n r n thaaeb ol d s ) ) - ) Systematicity is not enough to There are no semantics at the connectionist representations are commonly distinguished. The only relevant level of @ Q they're not primitive explanatory concepts. they break down into simpler cog - ni - tive - ly im - pen - e - tra - ble: A structure can be modeled on acomputer. They
| I l 5 John Searle, 1990b cant think. Infact, theinvalidity can 1~ Anactua storm 1. A simulation of a 1. A serial simulation argue for classicism. Evenif level. Attherelevant level of analysis (the cognitive description of the mind is 4. Conscious application of rules takes place in a conscious rule-interpreter. The conscious rule It may be true that images are not primitive, low-level parts depending on context. | mental phenomenon is cognitively impenetrableif it have this syntactic structure by virtue of their
The Chinese Gym argument. Suppose the basic Chinese Room were expanded to alarge be demonstrated by modifying one of canmakeuswet.  storm cannot of aconnectionist classicism provides the best account and compositional level), connectionist , _ No at the neural level. Even interpreter interprets rules sequentially, and is relatively slow. It iswell-stited to novel entities. However, explanation does not awaysrequire ot bes setosod or altered] by ofher thotaht rocesses 113 relations to prototypes and schemas.
gym full of monolingual English-speaking men. The men are spread ot like the nodesin a Searle'sown argumentsabot smulation 2 Lherefore, a make us Wet. network can't think. of systematicity, it does not follow implementations of classical models are classical, not L ocal Representations symbols, the connectionist and % (| information, aswell as to consciously formulated rules and knowledge. Assuch, it is best an understanding of what happens at the lowest Em | or dtered by o erf eéj el v Computers cannot
. network, and they follow English rule books that tell them what symbols to pass to one another (see "Simulations Are Not smulationofa 2. Thereforean 2. Therefore, an actud that the mind has aclassical connectionist. At theimplementational (connectionist) Inlocal representational just brains! subsymbolic accounts analyzed at the conceptual level as a symbolic process. possiblelevel. For example, you wouldn't learn much s exam;ale, 2RSSO S percek;));uga s ;d BEgUNLEY) represent the analogue
- Through this procedure they carry out the same computations as a connectionist network would Duplications," Map 2, Box 23). storm can make actud storm connectionist network architecture. Systematicity isjust level, they have no compositional semantics. So, schemes, each nodein a e - should be eliminated. about architectural design just by studying bricks, L,Tpfgg,f & 't can't be changed to aperception properties of images. 115 Zenon Pylyshyn, 1973
to produce Chinese speech, but none of the men understand Chinese. This example shows that ' us wet. cannot make us We. can't think. one of marty phenomena that a Chalmersis wrong to claim that connectionist network represents some Dog "~ "Cat Proponent: Walter Freeman w 5. The conscious rule-interpreter is avirtual machine that is run on an intuitive processor. mortar, steel, and so on. Likewise, the proper level green. Imagery cannot be reduced Analogue images can't encode
instantiating a connectionist network is not enough to produce an understanding of Chinese. thgﬁry ﬁf m;]nd must e|>_<IEIa|n (dong implementations of classical models possess concept. node node (to some extent). of analysis of perception requires the inclusion of According to Zenon Pylyshyn, cognitively impenetrable to discrete computational knowledge. The anaogue interpretation of
Note: Also, see Map 4. In particular, "The Chinese Water Pipe Brain Simulator” (Map 4, Box with other phenomenali epe_’lgepsaon, compositional semantics, because, to the extent that 6. Theintuitive processor is responsible for most behavior, including linguistic behavior, problem images. phenomenaare primitive explanatory concepts, form without images makes them too specific to encode
- 5) parallels this argument, with the difference that the Chinese water-pipe argument uses one imagination, emotion, €tc.). To show they are connectionist implementations, they have no o . solving, and all skilled performance. The intuitive processor handles unconscious, learned e TR @ e o 6 E TS 6l GomEd misrepresenting its knowledge. Knowledge has agenerality that
man instead of 2 gym full’of men 8 Paul and Patricia Churchland. 1990 that the mind has aclassical semantics at al. Distributed Representations activities, operatesin parallel, and is relatively fast. Theintuitive processor is best analyzed ey 9 9 : J\’ continuous analogue can only be captured by propositions.
: No individual neuron ' architecture, then, the classicist must In adistributed representation, Dog pattern N at the subconceptual level as a subsymbolic process. Experiment properties.
A ; demonstrate that classicism does better apattern of activity over the f activi Eliminativism Note: Also, see "The Brain
understands Chinese. Itis ot of activity 100 Stephen Kosslyn, 1973 i ice"
irrelevant that no one in Searle's than co_nnecﬂ onls;n (or any o@herf whole set of nodes represents "0, | | Notes: Sean n?frjl ger\]/isa = 3|’pn ages isAnAnal oggue Device,
. ‘ i competing theory) at accounting for - : : aconcept. 21412 Notes: + Smolensky also calls this argument the "proper treatment of connectionism” or "PTC." - L / Map 3, Box 9. 116 Ned Block, 1983
ﬁ';' Rﬁﬁxw;ngﬂsfﬂds %';,'(’;@5 all of the relevant phenomena, not IS 53 BrinMcLaughlin, 19932~ (f — MW 1[4 «  These positions are discussed by Dinsmore (1992), Smolensky (1988b, pp. 59-62), and Pinker and Prince 5 5m0|en5k§ distinguishes |e§e|s of analygps (pcgnceptud subconceptual, and neural) from T Subjectswere requested to memorize | ~—~—~ —~— is Digital computers can't process
i g D just systematicity. disputed Antony misrepresents the o i i i ’ e i ed b aseries of pictures and later to disputed analogue images. Digital computerswill
- brain understands English, even b argument. Fodor and Pylyshyn do . ..---- [0[o]o[0] (1988, pp. 75-78). - N _ _ cognitive systems (symbolic, subsymbolic, and neural). It may be important to remember that iss supported by magine th ot atime. Th p g ges. Dig p
. thouah the brain as awhole does. Y g : : ysy Microfeatural - ¢ Few theorists or researchers explicitly position themselves along this spectrum. Many fal into more than one his distinction is often ignored in other authors' discussion of [evels. > Imaginethem one at atime. They by T T probably never be able to process analogue
_?_ #gcgy%?gﬁzngé 3?3??0 the Chinese Gym 7 Paul and Patricia Churchland, 9 ”Olt elar guetfr?r SC|_BSS|f0a| star Chgfqge Representations of these categories or lie somewhere on the borders between them. me(e ask_edeao f_0<t3US on gqe e(rj]d (tjff is supported by information such asimages. The brain
! : . 1990 solely on the basis of systematicity. e imagined picture and to identify | _~ S 05565 | '
= n L] u Searl€'s Chinese Gym argument commiits the The Chinese Gym requires a | don't 54 Andy Clark, 1991 They acknowledge that a theory of ﬁeg?grnf;ﬂrg]glf schemeis ) o /Conoeptual Level Subconceptual L evel Neural L evel o \ anumber of itsfegtures. Itwasfound |~ - BL?,%, ol Ogiga?neéélh% ;?129 ﬁ”ﬁ'ﬁ%ﬁ‘fo do the
same fallacy as the Chinese Room argument preposterous number of understand Systematicity is a conceptual cognition must account for other microfeatural. Each nodein a _ (_ Postulates of the Dynamical Approach to Cognition _\ Preferred level of description  Preferred level of description  Preferred level of description that the amount of time needed for same thing, digital computers will probably
commits. Itisinvalid toinfer that the gym as people. Searlesthought English or rather than an empirical law phenomenaas well, and in fact they network represents some low- o o of symbolic processes. At of subsymbolic processesinthe  of processing inthebrain. The === the subjects to correctly respond ) have to be supplemented by analogue
awhole doesn't understand Chinese from the experiment could not reasonably Chinese! Systematicity fails to argue against discuss productivity and inferential level feature of ahigher-level Tail- e;’rg 1. Natural cognitive systems are dynamical systems. thislevel, conceptsand rules  connectionist dynamical systlem,  neural level describes many is supported by corresponded to the time it would == 98 Mark Rollins, 1989 . . 99 Stephen Kosslyn, Steven Pinker, George mechanisms.
fact that the individualsin the gym don't beimplemented. Hisgym would 5 the empirical hypotheses of the coherence as additional phenomena concet (see "The Coffee wagging mode are consciously formulated and the fundamental level for  biological details that are not have taken them to scan an actual - = ghe ng.”'t'l" e |nl;pe_net1ablllty conﬂmon E. Smith, and Steven P. Schwartz, 1979
- - understand Chinese. ‘ haveto hold the entire populations 0 connectionist architecture, because that atheory of cognition must Story," Box 35). node 2. The mathematics of dynamical systems provide a general framework for constructing and testing theories and understood. Thislevel is  thestudy of mind. Fine-grained  relevant to the subconceptual picture. Conclusion: internal images | == oesn't lstotr?atteb as Igl e en”{en]ssf. Tt'e " Cognitive impenetrability does not
Note: Also, see the "Can the Chinese Room, of morethan 10,000 Earths. systematicity is aconceptual law explain. of cognition. similar to Newtonian physics  features of symbolsand symbol  level, which makes appropriate have spatial properties anal ogous to = requiremen 35IC elements of functional argue against image theory. The
- r V I r I V considered as atota system, think?" arguments SN s that deals with holistic thought inthat it offersan processing are studied at this computational abstractions. those of external images. ﬁrchgdecture must be cognitively impenetrableis cognitive impenetrability condition does
| I I I I I I I onMap 4. dlsguted ascriptions rather than with . . Patterns of Activity 3. A dynamical system is aset of changing aspects of the world, represented by variables. "It s, in short, of approximation of the lower- level. . al\lflvan' functions of the body. such as dicestion [ 1t refute the image theory because the
Y in-the-head thought processes. 55 Brian McLaughlin, 1993b It is usually assumed that connectionist representations correspond to the essence of dynamical models of this kind to describe how processes unfold, moment by moment in real level microtheory. T coanitively benetrable but till b to. image theory does not assume that al image -
n n n That is, systematicity tells us about The challenge stands. If patterns of activity (individual activity valuesin local representations, time" (van Gelder and Port, 1995, p. 19). many gexplanaltligﬁg processes are cognitively impenetrable. The
how we judge whether other systematicity is aconceptual truth distributed activity valuesin distributed representations). Asaresult, Sally Experiment * The cognitiveim ehetrabilily condition Image theory acknowledges that some e r I m a e r a r m e n S
. = = people are thinking; it does not tell about cognition, as Clark says, then it connectionist representations are constantly changing while a network 4. A state of the system is the way the variables happen to be at a given point in time. \ J ognitive Imp! ! image processes are cognitively penetrable u
5 T 15 Ronald Rosenfield, David about what is goi insid is anecessary condition for the runs, and are thus highly context sensitive.” These are sometimes called \_ ") 103 Stephen Kosslyn, 1994 assumes afixed level for elementsin the whereas others are not. The theory also
ST T TT onald Rosenfield, Davi us aoout what 1S going on Inside adequacy of a cognitive theory that it el ign’y " . ; : Mental rotation. Subjects were shown an object and were functional architecture. But functional recognizes that determining which are —
is supported by Touretsky, and the their heads. equacy ogn y active" representations. 5. The state space of asystem isthe set of al states the system might bein. 1. ) : J€Ct d t i h levelsin th ogni I g whi —
o Boltzmann Research explain systematicity. Therefore, Connectionism and the Brain later presented with arotated version of the same object. The h'emenhs Sometimes change levels in the which is an important research issue. is Supported by
- Group, 1988 systematicity still poses a challenge Weight Representations 6. The behavior of adynamical system is governed by differential equations. The differential equations o ) . ) o further the object was rotated from itsinitial position, the erarchy. - 117 Hubert Dreyfus and Stuart Dreyfus, 1986 . o .
- 7 Simplicity has practical to connectionism. Sometimes the weights in a connectionist network are taken to represent describe how the state of the system changes continuously through time. Connectionist networks are usually described as being "neurally plausible” or "neurally inspired.” longer it took the subjects to decideif the figure was the same Computers can't use images unless they transform them into descriptions. If acomputer is
I S S S S advantages over theworld. Weight representations come to reflect aspects of the world as They do not exactly simulate the operation of the brain, but they do capture some of its basic asthe original one. The subjects rotated images in their heads 101 Charles L. Richman, David B. Mitchell, and J. Steven Reznick, 1979, as articulated by Zenon Pylyshyn, 1981 going to make inferences from an image, then the image must first be decomposed into alist of facts. Humans
biological accuracy. the network learns. Weight representations change much more slowly 7. Dynamical systems exhibit such features as attractors, limit cycles, complexity, bifurcation, and chaos. computational principles. For example: in much the same way that they would rotate physical objects Evidence from scanning and rotation experiments is problematic. Kosslyn's experimental results may are not constrained in this way; they can work directly with images.
. Skarda and Freeman fail to than patterns of activity do, and are sometimes called " passive" Many of these features can be visualized—to a point—in graphic presentations. *  Both brains and connectionist networks process information by using numerous interconnected in space. Conclusion: the mental image being rotated has beinvalid for the following reasons. , o _ Note: Also, see sidebar, "Postulates of Dreideggereanism,” on Mzp 3.
show that their dynamic 56 Keith Butler. 1993b representations (see "Weight Representations Avoid the Regress," Box processing units (neurons in the brain; nodes in a connectionist network). spatial properties analogous to those of a object. Subjects tacit knowledge of real objects makes them think that they are supposed to work with imagesin the same
14 Christine Skarda and ! models have any resl The claim that systematicity is a conceptual fact is unsupported. The reasons Clark 37). _ Note: The dynamical system approach has been applied to many aspects of mind, including development, « Both brains and connectionist networks learn by modifying connections between processing units Note: Kosdyn credits R. N. Shepard, J. Metzler, and L. A. way that they work with real objects. Asaresult, subjects are not literally scanning or rotating images, but are
Walter Freeman, 1987 s advantages. gives to support the claim that systematicity is a conceptual fact are unconvincing Unmapped Territory language, perception, action, and the brain. Proponents include Walter Freeman, Timothy van Gelder, Christine (synapsesin the brain; weights in a connectionist network). o _ Cooper with earlier versions of this experiment. mentally simulating areal scanning or rotation of areal object. That is, the task demands of the experiment confound ——— 118 Hubert Dreyfus and Stuart Dreyfus, 1986
- 13 S _ Connectionist network are too simple. Red neural networks, [l disputed « They leavetherole of chaos < Thought ascriptions are not necessarily holitic, becauise "organisms can have individual thoughts - Skarda, and Robert Port. Other notable proponentsinclude Christopher Zeeman, Jean Petitot, and Rene Thom. ¢ Both brains and connectionist networks exhibit distributed, "self-organizing” behavior. itsresults. ) ) i ) ) is supported by Computers can't recognize similarities between whole images.
The connectionist biological assumption. S observed in living organisms such as rabbits, exhibit complex by vague. involving a host of concepts in the absence of evidence for the versatile deployment of those Additional In some sense al cognitive scientists are dynamicists, to the extent that they accept contemporary mathematics . o o ) ) o ¢ The experimenter is able to affect the subject with "nonverbal cues, tacit messages, ... loaded answers to questions, < Humans directly recognize similarities between images. For example,
Ceto\r)\;lecléu onist networks are smilar to real neural dynamics and chaotic activity that connectionist networks lack. « They argue ineffectively concepts” (p. 39) connecttlotr_ust with its dynamical formalisms. Desp|tet _sucg )sfmllarl t!.glﬁ con;ectl onist ne_twt?]rkls) make ';/arl ous ablstracu ons (or "simplifying and so on" (p. 544). Thisgivesriseto avariety of undesirable experimenter effects. ahuman can directly perceive 2 different faces as being gentle, mocking, PR
networks. . - These complex dynamics seem too messy from an engineering that pattern completion . Crinti i ithin- ; representations assumptions”) from real neural processesin the brain. For example: . or puzzled. Computers, by contrast, must compare images by assigning = =
Note: Also, see the "Isthe brain acomputer?' standpoint but are critical to an understanding of neural dynamics. diff eEsfr om the gctivit of Thought ascriptions do seem to have something to do with in-the-head mental processing. arguments These postul ates are adapted from Timothy van Gelder and Robert Port (1995). For avisual discussion of * Connectionist networks use fewer units and connections than are found in real neural networks. 102 Stephen Koss Pink E. Smith and P. Sch 197 them features and then comparing those features using some objective - \ I
" Yy So, it appearsthat systematicity isan empirical (and not aconceptual) issue, and whether connectionists ) - 02 Stephen Kosslyn, Steven Pinker, George E. Smith, and Steven P. Schwartz, 1979 = " ;
arguments ogsl\(/)lf%?\ll and thle Itsttugrgg\t/lvon bﬁww real networks. can account for it remains an open question \ ) \dy”am'cS see Ralph Abraham and Christopher Shaw (1982). ) Il LEL 2y EmsinEs e R, ! G JSEn PEeEl IE TS D) £ 2ELl Zanan Gif a2 Alleged problems with the imagery experiments have been disconfirmed. criterion. BUII s clear how "h? perception of 2 f?‘m asgentleor —
araware anc sortware Smilar o een human ¢ Although it is true that ' MU ‘ . A ) [ Task demands and experimenter effects do not refute scanning and rotation experiments. mocking involves the recognition of shared objective features.
brains and minds?" arguments on Map 3. Oneshouldbe ) feedback isimportant, there " Comneetionist networks use weights hat can switch between inhibitory and excitatory. Synapses % « The claim that task demands caused subjects to smulate how they would behave with
16 Jerry Fodor and Zenon Pylyshyn, 1988 deeply isno point in "blindly ! SEtnsr Uiz e (.15 b o real objects is disconfirmed by experiments that make no mention of physical motion.
"Brain-style" modeling can be simulating neural circuitry.” e Many connectionist learning schemes, especially backpropogation, are clearly nonbiological.

References to "physical motion" and "scanning” are replaced by such phrases as "glance
up" and "shift attention."
e The claim that subjects give answers they think the experimenters want to hear is
is disconfirmed by the fact that subjects often give responses that the experimenters didn't
anticipate. These responses could not have been suggested by the experimenters.

suspicious of the
heroic sort of
brain modeling
that purports to
address the
problems of
cognition (p. 64).

Nothing in the brain resembles the process of backwards propagation of error that is used in most

misleading. Basin chological theorieson e
g 9 PHYCnoog modern connectionist networks.

factsabout the brain can bemiseading. Although
neural inspiration seems useful, it hasled to the
revival of such weak psychological theories as:
* associationism

e microfeature analysis

* statistically based learning

Connectionists accept
smplificationsin order to get
useful scientific results.

is similar to
24 Steven Pinker and Alan Prince, 1988

The past-tense model does not argue against rule-
based explanation. The past-tense model is problematic
in numerous ways. For example:

e It cannot represent certain words.

e It cannot learn certain rules.

e It learns rules found in no human language.

25 Mark Seidenberg, 1992

Any system can be described by
a dual-route model. Pinker and
Prince postulate a dual-route model of
linguistic knowledge, according to
which the ability to transform verbsinto
the past tense consistsin either

29 Terence Horgan and John Tienson, 1991
The multiple realizability defense. It
is not possible to formulate rules for
connectionist representations (or
representation instantiation rules), because
such representations can be realized by
multiple node-level descriptions. A

26 Mark Seidenberg, 1992
Connectionist models of
language do not
implement classical
models. Connectionist models
of language, such as Seidenberg
and McClelland (1989), do not

To what extent connectionist networks will ultimately come to resemble the brain is an open question
and atopic of ongoing research. The table that follows summarizes some of the more detailed
comparisons between connectionist networks and the brain.

18 Nick Chater and Mike Oaksford, 1990

Biology is relevant to a theory of cognition. Low-level
properties can constrain high-level properties, even if the 2 levels
arestructurally dissmilar. For example, physics constrains chemistry,

1Y

Fodor and Pylyshyn

They'reall

dog to me. Christine Skarda

and Walter Freeman, 1987

Paul Smolensky, 1988b

How do | get a

17 Jerry Fodor and Zenon Pylyshyn, 1988 even though processes at the 2 levels are structurally different. o It fails at its assigned task ofmastering the past tense of « following arule (add "-ed" to the verb; implement a dual-route model representation of “dog,” for example, could , 7 Postulates of Image Psychology =——~ L eg e n d
Facts about the brain may be irrelevant to facts about thinking. Similarly, biology constrains atheory of cognition. English. N o ) e.g., "guide” becomes "guided"), or because the models cannot be be redlized in avariety of different (though 7 104 John Anderson,
Structures at different levels of organization are often dissimilar. For To overcome such difficulties, connectionism will have to * consulting a list of exceptions (e.g., decomposed into separate similar) node-level activation patterns. Thus, < 1978 1. Verbal processing cannot explain all cognitive processing. . . ) .
example, rocks and rivers have little in common with the atoms they are implement certain features of rule-based, symbalic theories. "run” becomes "ran," "weep'" becomes systems for applying rules and no single node-level description can fully The empirical Imagery is necessary as well. : . o Focus Box: The lowest-numbered box in each issue area is an introductory focus box.
tructed of. Similarly, thinki have littlei ith th So, connectionist models are either inadequate as models of wept," etc.). handling excentions. Moreover describethe "dog" representation. Moreover - evidence is The arguments on these maps are organized by links that carry arange of meanings: . " : : :
constructed of. Similarly, thinking may have littlein common with the Bhvsi Tanaua0e. or at best offer an imolementation of dlassical rule- BUt s Syt can be described in this g excep! ! \ “dog"” repr n. Mo , ) o € ; Rose ) i i The focus box introduces and summarizes the core dispute of each issue area, sometimes
neural structuresit isimplemented in. So, we should be careful about _ ysics Chemistry guage, P ly Sy they behave in behaviorally node-level discrepancies make it possible for Brains Connectionist Brains (observed | Connectionist inconclusive. It 2. Imagery and verbal processing are aternative coding systems, . . X . '
; it ; i 19 Keith Butler, 1993a accounts. way, because a set of rules only hasto i i "dog" & m I I wi el .
basing a theory of cognitive architecture on atheory about the brain. ! : ) based ) . vay S ny plausible ways not predicted by the "dog" representation to produce a variety h h ks h . ; cannot be decided on or "modes of symbolic representation. ] ] as an assumption and sometimes as a general claim with no particular author
Felovant. It /S buothel mAGid propaies of e brain * Commection Dilemmmar Box 3. oo et ofhe e orctptions Sich an approath s ke the dual-route model, of different behaviors. Bve hese | fomarks ave | | inrabbits) have | networks have the basis of behaviord - o N o ——J)  Argumentsthat uphold or defend another claim. Examplesinclude: | . .
| % oyt to peyohalogos i egrypconstrucﬂon_ % constrains : sayin% fons, Seh an approcch is e properties: ese properties: these properties: | these properties: alé td;?gle (\)zrvhether P 3 l?td&aalgxg?matpgﬁ fygfgf e%% Irg%rjgté% Bn?g;@eggcgﬁsee is Supported by supporting evidence, further argumentation, thought experiments, Argumentswith NoAuthors: Argumentsthat are not attributable to a particular source
is not % However, connectionism is not concerned with material experiment fit a particular hypothesis Locally dense Typically no propositional However, experiments can be designed that make mental extensions or qualifications, and implemented models. (e.g., general philosophical positions, broad concepts, common testsin artificial
similar to properties. Connectionism is concerned with functional except for the ones that | have decided i Neuronsarelocated | Nodes have no feedback, which representations offer an imagery empirically accessible aswell. — intelligence) are listed with no accompanying author.
%; properties of the brain, like graceful degradation and to exclude” (p. 94). / di S;)fned in two- and one- spatial location. providesfor a L‘?égﬁgﬁ:‘sm ;jpequate explanation of egery emp Y 9 ) panying
arallel processing, which are relevant to cognition. IS dimensional space. "continuum of local i "thing-like" a sti i . - - o . L . .
parerie processing 9 ol | dispted by i _ taradtions” e oy, What T i st with v g rothe i / A charge made against another claim. Examplesinclude: Citations: Complete bibliographic citations can be found in the booklet that accompanies
- ollow arule by _bytr;]apsaé are |o_can:|j Egg;eﬁt;\cl)gsn getwafglm : evidence does support averbal, process. dis")fn o logical negations, counterexamples, attacks on an argument's this map.
npu c ¢ a list of _ : in three-dimension e P Complex mixtures of At best, layer-to- isatheory about the ) ) by emphasi S, potential dangersan argument might raise, thought
- onsuitalist o 28 Anticipated by Terence Horgan and John Tienson, 1991 space. - excitatory and laver feedback process through which 5. Imagery isaparallel processing system that stores and experiments. and imolemented models .. . . - - .
. . exceptions The syntactic argument. The representation-without- ) Conmections bet inhibitory feedback | & representations are manipulates spatial information. Verbal processing, by p S P : Anticipated by Where this phrase appearsin abox, it identifies a potential
21 Andy Clark, 1992 22 David Rumelhart and rules conception of connectionism cannot succeed, because 30 Kenneth Aizawa, 1994 Location of v | rodes have nosmetial : : Cheotic and employed. contrast, specializes in serial tasks. attack on a previous argument that is raised by the author
O ‘ O I I I I e‘ I O I I I S Explicit rules are necessary in plastic domains. In order to perform well in Jalres McCIﬁIand, 1?86 Steven Pinker Alan Prince rulscant;[waylsbgformula_ted tosﬂe?]cntl)eanetworks \E/ariable QUtPlrJ]tS can be desc][ibed by rules. gfrgﬁgngng Y locaion ¥ :(;t%;\t)i-tl)?{ﬁatcgﬁggfhe oscillatory Note: ;tAntcAerson . 6. Chainsof svmbolic transformeti olve so that it can be disputed
changing circumstances, or plastic domains, acognitive system must have access to Regularity without rules, representation-level processing. such rules can ) ven granting that a given state of a connectionist : : : ! > Vi supports this argumen . Chains of symbolic transformation can involve images, isnteroreted :
. . explicit rulesthat it can manipulate and redescribe. For example, in certain circumstances Connectionist networks exhibit lawful ¢ specify how the parts of a representation are instantiated network could lead to avariety of further states, Interactions. network into an "I aﬁxtol(\j/g )éda{)%gacﬁse with aformal proof. words, or both. These chains mediate perception, learning, e A distinctive reconfiguration of an earlier claim . . . o .
S I I I e C O I e S O a S e V e I I I I I a S ascientist might want to redescribe Ohm'slaw (V = C x R), inverting the relationship behavior without following explicit 27 Tegeggﬁ H_I(_>_rg&m o in nodes and connections (representation instantiation aset of rules could still be formulated to describe Neuronshavedense | Nodes have uniformly don't know state, they are undesirable memory, and language. . As articulated by Where this phrase appearsin a box, it identifies a reform-
is between voltage and resistance. But a connectionist network can't perform such a rules. Regularities emerge from the ReETcSontatiomei o rules rules), and can o , itsbehavior. Thisis because rule forms have connectivity to dense connections. Wh'_th Iaé'OWS itto 4 | from an enginesring is _ o L ulation of another author's argument. The reformulation
disputed redescription, because it lacks an explicit representation of thelaw. At best, the interactions of low-level processing ! p utrules. * characterize the operation of individual nodesin the network “implicit conventions for simplification when a nearby neurons. avoidoldpatternsand | LS disputed 7. Basic concepts like "image," "mediation,” "word," e . ) .
ISE;t network can be subjected to extensive retraining. units, rather than from the application i 'St o To adequately model cognition, (node-level rules). single input representation might lead to distinct Erojections betw Protections between acquire new ones P by "processing," and so forth should be defined operationally is different enough from the original author's wording to
Note: In making this claim Clark draws on the developmental of high-level rules. Although it may ISE; ?onpg?glitnréletvstv?&léi rrguv?/ti teﬁ((t\lflt Node-level rule output representations’ (p. 484). So, the syntactic argés hgvn:an een ) dje oIS havea A— Pattern completion in order to give them precise experimental significance. _ . o _ war ra_nt_the use of the tag. Thls phraseis also used when
4 , psychology of Annette Karmiloff-Smith. be possible to characterize anetwork's feﬁ inG "obligatory. hard argument holds. ) iniricate tonolo sSmplé topology stabilizations, devices. which take N Unmapped Territory Thisicon indicates areas of argument that lie on or near the the original argument isimpossible to locate other than in
u u behavior according to explicit rules, ollowing ‘obligatory, hard, Note: The debate between Aizawa and Horgan pology. : which lead an animal iali d These postulates are adapted from Allan Paivio (1971). Other boundaries of th o h ; - .
. none are involved in its underlying Implemented Model representation-level” rules. Thisnew and Tienson about rulesis carried out with much o Thereissmole i through atrajectory g}gﬂrgacgsnﬁhnean proponents (whose opinions may differ on specific points) Additional undaries of the central issue areas mapped on these maps. its articulation by alater author (e.g., word of mouth), or
- - — mechanisms. _ paradigm for cognitive science must " more precision than could be captured here. In 'Ifher; isintricate g ﬁ’; Iisn? mP at(iebr:nw of actions pattern as awhole include Rudolph Arnheim, Bergen Bugelski, Gordon Bower, arguments It marks regions of potential interest for future mapmakers to denote a general philosophical position that is given a
20 1T T Note: This daim is nearly identical Savid Rumelhart— James Mcciaiiand ™ | | 23 David Rumelhart and James McClelland, 1986 , , include "representations with the technical discussion, issues of quasi- _ signd Integrationin | SG7& [ 105 Stephen Kosslyn, Steven Pinker, George E. Smith, Roger Shepard, Arthur Staats, and others. Stephen Kosslyn's and explorers. special articulation by a particular author.
. — Connectionist networks can think without following rules. pported by to "Explicit Rules Are Unnecessary," The past-tense acquisition model. Thisnetwork wastrained to convert English complex internal structure that can If weighted input is exceptionless rules, probabilistic laws, and ceteris asingle neuron. Ween nodes. and Steven P. Schwartz, 1979 work grew out of image psychology.
Like humans, connectionist networks exhibit fluid, intelligent behavior without following rigid, explicit rules. In general, they aretrained —_ Map 3, Box 52. phrasesinto the past tense. For example, the network converts "sip’ 1o "sipped, be related in various ways that go ter than .5, output 1 paribus rules are raised. hereisasinglesignal | | NOt€&: Skardaand Freeman offer these The empirical evidence favors image AN AN NN
et : - ' - d g ' hug" to "hugged,” "run" to "ran," and so forth. Although the network's performance beyond mere association; and greater than .5, output 1. There are numerous | Thereisasinglesig ; ey -
to exhibit intelligent behavior rather than being programmed with rules. be described by rul o rul ilizedini e eyond : Sianal tvoes type. observations as criteria that could lead to more psychology. Image psychology predictsimage -er-a-tion-al def-i- ni-tion: A definiti f
can be described by rules, no actual rules are utilized in its processing. processing that depends on this gnal types. - flexible and realistic connectionist models, not rotation and scanning in addition to explaining them. EpoCrs Gl tteln 0 &l EE7o 0 Wl © el initonioie

Notes:

¢ Also, seethe "Do humans use rules as physical symbol systems do?' arguments on Map 3.

¢ Terence Horgan and John Tienson (1991) provide afull characterization of classical and connectionist notions of rule following Fred
Adams, Kenneth Aizawa, and Gary Fuller (1992) provide a detailed treatment of the relation between different kinds of rules arguing

that the differences between them should not be overstated.

concept in terms of arepeatable operation. For example, anger
can be operationally defined in terms of the number of times
asubject hitsadummy in acontrolled environment. Also, see
the "Isthe test, behaviorally or operationally construed, a

J.‘,

Note: More recent work along these lines includes that of Mark Seidenberg and

structure and those relations. But,
James McClelland (1989).

for large and significant areas of
cognition there must be no rules
adverting to representational
structure or content” (p. 248-49).

as essential limitations on connectionism. Propositional theory, by contrast, does not predict
image rotation and scanning. At best, a propositional
theory can be patched together to explain those
phenomena, but only in an ad hoc way that could just

aswell explain opposite results.
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Note: Connectionist researchers have a spectrum of concerns. Whereas computational neuroscientists

are directly concerned with modeling the brain, neural engineers apply connectionist principles

without concern for neural realism. A similar distinction is made in the field of artificial intelligence,
\_ between simulated thinking and "whatever works.”
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or through the mail (Box 366, 321 High School Rd. NE, Bainbridge Island, WA 98110).
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A further discussion of argumentation analysis methodol ogy can be found in the
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booklet that accompanies this map.
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legitimate intelligence test?' arguments on Map 2.
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