65 Philip Cam, 1990

64 John Searle, 1980a, 1980b, 1990b Sufficient causal powers don't imply necessary and sufficient

Understanding arises from the i causal powers. Searleinitialy claimsthat the causal powers of the
right causal powers." Any system brain are sufficient for intentionality. From that initial sufficiency claim,

capable of semantic understanding and Searle wrongly concludes that anything with intentionality must have

intentionality must have (at least) the causal powers equivalent to those of the brain. But we can imagine many

same causal powers asabrain has. systems that are sufficient to produce intentionality but that aren't

66 Karl Pfeifer, 1992

Cam misunderstands the sense of "right causal powers." Searle
doesn't claim that anything that produces intentionality must be equivalent
toabrain. Hejust claimsthat there is some set of causal powers (brain-based
or otherwise) that is necessary for understanding, and that formal computer
programs lack that set of causal powers.

Can computers have the right causal powers? 1998
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What is this? @) Can Chinese Rooms Think?

The History and Status of the Debate — Map 4 of 7

u L We know that brains are able to equivalent to brains.
produce understanding. It isan open 69 Steven Savitt, 1982
empirical question whether other The series of Chinese simulators. We canimagine a series of thought experiments
materials, like silicon, can have ) ] ranging from a case in which a demon replaces one of the speaker's neurons to a case
. . sufficient causal powers to produce 67 John Haugeland, 1980 That person's brain in which the demon replaces all of the speaker's neurons. Clearly, when one neuron
A I M ™ P b | t understanding. A Chinese Room-style That demon still has the right has been replaced the speaker will till understand Chinese; such asimulation would
. ] L] n S S u e a.p u I C a I O n - - argument shows that has the right causal powers; it be very low-level. Asmore neurons are replaced, then the degree of simulation
< needed some 68 John Searle, 1980a, 1980b, 1990b : : , ; :
I S I n O m u r a I S O n e O S eV e n I n e S e O O m I n insuticient for o help from the dmon, ) Causal powers are maintained if the simulation increases. At what point does the person cease to understand Chinese? No clear fine
= Insutticient ror powers, but it ; is low-level enou can be drawn here, so Searle's claim about low-level simulations won't help him.
' : - gh. The person whose
n _ understanding. Searles doesn't neurotransmitters have been replaced still understands
claim that the right causal derstand
I have the right i powers are sufficient for gr;]'er an Chinese because she still hasthe right causal powers; she . .
( . 7y . : causal powers. Understanding can be refuted Inese. just needs some help from the demon. The demon Necessary and Sufficient Conditions
\ - - - I by his own Chinese Room simulation islow-level enough that the relevant causal ( \
[N ¥ % © 3 7Y oK A | i effects—the physica stimulation of neurons—are still Necessary and sufficient conditions are "
P AL FE AL, R w | logic. We can replace a ere ; Sumuiation of neu : : 1t Condit d Event
| ) - relevant causal power in a initiated, and so intentionality is maintained. different kinds of conditions on an event onditioned Even
Start Here 36 John Seerle, 19805, 19805, 19905 [Of course | understand Chinese, you diot!] s conakere brain (for (called the conditioned even) that takes place:
- - )] - The internalization reply. ’Suppose the 37 Robert Wilensky, 1980 example, neurotransmitters) Lr(])rt]gﬁgrr:(lag?eﬁﬂ%m a(rg_]ment_, tthet_ alit
i i i ' with a demon that simulates L GUESIONISINENONAILY
man in the Chinese Room memorizes the The subsystem understands. The L o (or understanding, or semantics, or meaning)
rule book and all the symbols and doesthe man who has internalized the room may that causal power's function and the question is whether various other
matching in his head rather than on scratch not understand Chinese, but he contains an without understanding events (brain processes, computer program
paper. He now incorporates the entire information-processing subsystem that ﬁgpﬁhgms f\ltq(():\iang a 71 Dale Jacquette, 1989 etc.) are necessary or sufficient conditions or
= (L = n Ch|ne?je Roomd ngem bustohehsnll ﬁoﬁ‘ does understand Chinese. _ powergs" is notgsuffici ent for Carleton misreads Searle. Carleton misreads Searle as saying that brain processes or something as both for intentionality. In this example, the
. . | believe that at the end g/);tgrnn S';Jség’ln't unégreéeén g Chtl nee;ve ole t’\rlg'?(':?n Trlé\ﬁrsgtt ?g;gegéi S’rr %gtl\;;\l/ye?;] ?ﬁé'” understanding powerful as them, must produce intentionality. But all Searleis saying isthat if something is intentional, conditioned event is awindow breaking.
1 A | an Turl n 1950 | - t r : i then it must have been produced by a brain or by something as powerful as abrain.
u ) internalized Chinese Room and the . Note: Jacquette also thinks that Searle's right causal powers argument is failty (see "The Brain's Cauisal
Y h . of the Century ... one , Ionr:% Tglrlrﬂa\r;])g English speaker?' arguments  /r s I dé)aT( t 5 Powers Can Be Reproduced by a Computational System,” Box 73), but he doesn't think that Carleton makes
. m - : * 7 speska ¢ 70 Lawrence Carleton, 1984 agood case against Searle. Sufficient Condition
eS ] a'C I n eS C an will b_e able to Speak of u n o wordof 79 Searle commits the fallacy of denying the antecedent. A condition whose presence ensures the
. I I b b | t machines thinki ng 4 , " ? Chinese? Searle makes an invalid argument by drawing abad conclusion occurrence of the e\?ent A thrown rock or a
: : S S e I I l I l from 2 premises. i un blast are each sufficient to break the
(O r W I e a e O) without expectl ng to be a O a y . I ‘ 25 bl D 1087 Premise:|f certain brain-process equivalents are present, then they Denying the Antecedent N \Q/]vindow. ey e e _or ..
= " = . . i aniel Dennett, produce intentionality. i i i ; . conditions for the occurrence of the event
1) contradicted. Understanding is a result Premise:Formal computer programs do not have these equivalents. The fdllacy of denying the antecedent is abad inference of thisform: dropping the wind hing it. blagti
O rgumentation ma INg IS | g o ek (e T ot e 9 ooy e, prcanat. S
No human being can Conclusion: Formal computer programs do not have intentionality. - T
. system can possess all 15 Aniiptad b v Sele, 1560, 1960, 156 renpuice bt The 13 S comis e el 2 f Gy 1 h st
= a The systems reply. We can consider the p’erson in the room ggg%e%cﬁ%%%uﬂ?ﬁg it Cisth o awindow th The antecedent i the first part - Necessary Conditions
u I m Ortar]t el err]er]ts O‘I: as part of atotal system that includes the rule book, scratch Chinesa trandation in red time. S\\ lA ELTE R e e 7 IIZ] [he antecedent is the i (x)pin Necessary Condition
I I I r V I p paper, and data banks of Chinese symbols. The whole system, No human being can memorize window itk breax. q o this case that arock is A condition that must be present for the The window Thewind
" c c not only the person, should be regarded as understanding Chinese. the Chinese symbols, as I~ if Rt o o e, event to occur. For instance, the window was impacted v(vethrr;ir?w
hum an th| nk| na or 19 Richard Sharvy, 1983 suggested by theintermalization 1 C =% ' will only be broken by eventsthat have with enough ..and ... sl ..and ...
- - The systems reply misses the point of the Chinese Room thought reply. It isthe very speed and 72 Richard Double, 1983 / a .~ enough force in relation to the thickness force gn.
5 That whole experiment. All the Chinese Room argument isintended to show is that complexity of computer Programming may be necessary for understanding. Even if Then M- A by (strength) of the window. All necessary -
- under St andl n system instantiation of a program that understands Chinese is not sufficient to prove Daniel Dennett software that permits Searleisright that programs by themselves are not sufficient to produce / conditions are required in order for the Note Th e of the breaking window is of irical nat the conditi
. understands understanding. For this, all Searle needs to show is that something instantiates humanlike thinking to occur. intentionality, they still might contribute to the causal powers that window to be broken. d'o e-sseggxampﬁ? q 2 r:' p Inlg W'I” QWa'ISfO a”eg‘ﬁ'rr'] i b Ui, SOUNSEENIENS
Chiness such a program but does not understand Chinese. So, the fact that the room as a underlie intentionality. Imagine a case in which 2 brains have evolved, e = e = Sl %”Ot - wit s sofute T s S C%Thltl\lovns a et?]ome_tl 1=
" whole may understand isirrelevant, because the man (who instantiates the program) 1 to speak Chinese and 1 to speak English. Scientists would explain pJi\ 1S not the case pJz) 'hedenial of the antecedent Intended to have strongeér TOrce, Tor exampleé, inlogic or math. Vve use the window
- - - = . doesn't understand Chinese. He is enough of a counterexample by himself. _ their linguistic differences in terms of underlying neurological differences. tHaI &l roclk WES 'ﬁth(? d%}' 3Jh of x, |nkth|s Cace \_ example because it isillustrative. )
Alan Turing 39 John Fisher, 1988 But this probably wouldn't be the whole story; we would expect some of tr rpwn.h tisjust the enial that adroc WES
The levels of the linguistic differences to result from programming as well. sitting there. thrown at awindow.
conscious The man unconsciously follows the The man consciously follows the
] ] involvement rulesin the rule book, Y rulesin therule boo)l:, 2A \I/?r%gfv?/r\?}ge E]z] The CO?%' uion thattthe ";’L”do""
- dilemma. Oncethe was not broken contains the
man internalizes the in which case in which case not broken. fallacy. It does not follow from
system, the Chinese the combination of statements 1A and 2A
p r ag I I l at I C d e b at e S Room argument fails strong Al would not expect the man asfar as we know the man may that the window was not broken, because -
regardless of what to understand Chinese any more than understand Chinese after all. 73 Dale Jacquette, 1989 the window may have been broken by
m level of involvement it would expect any other element of The brain's causal something other than arock, for example
we imagine the man to the Chinese-speaking system to powers can be \ by a gun blast, a punch, and so forth. )
- _ have with it. understand Chinese. is reproduced by a
T 20 David Cole, 1984 fal +la-cy of com «po *si - tion: disputed computational system.
] The Ch|ntese Roqtm h The parts of asystem need not have the In Either Case by A computational system
- - - ! argument commits the properties of the whole. For example, that could duplicate the
2 Allan Newell and Herbert Simon, 1976 . fallacy of composition. Just TR NICHE WE & Melea s e R e The predictions of strong Al are not refuted microlevel functional 74 John Searle, 1989 ] )
Physical symbol systems can think. "A physical because one part of the Chinese but it doesn't follow that water itsalf is ) structure of the brain ! No level of formal program can produce semantics. Jacquette thinks| —
symbol system has the necessary and sufficient means for Room (the man shuffling notiwet et duplicates the brain's causal IS argue that no program could ever be amind. But | never make that claim. A
general intelligent action. By ‘necessary’ we mean that any symbols) doesn't understand . That's so complex that | powers. If, as Searle says, it disputed program could be amind, if it were implemented in a medium with the right causal
system that exhibits general intelligence will prove upon Chinesg, it doesn't logically 40 John Fisher, 1988 have no idea whether or is these causal powers that by powers. What | argue isthat no program, no matter how low-level it is, could ever n n
analysis to be a physical symbol system. By 'sufficient' we follow that the Chinese Room We lack adequate intuitions about the not he understands giveriseto intentionality, then produce semantics solely by virtue of syntactic symbol manipulations. So Jacquette's
mean that any physical symbol system of sufficient size can as awhole doesn't understand man who internalizes the Chinese Chinese. such a system would possess appeal to microlevel isomorphism won't help.
be organized further to exhibit general intelligence” (p. 116). Chinese. is Room. Inthe origina Chinese Room intentionality. / Supported by
Note: The Chinese Room debate mapped hereis only one David Cole disputed argument we have clear intuitions about  — T "The Chinese Water-Pipe Brain Simulator," Box 5. [ ]
of many debates related to the question of whether physical by what's going on inside the man's head—we
mbol systems can think. Other sets of arguments are T . know he understands English but not
- - 5’r‘?wlappedsg)/n Map 3. 9 - is supported by 21 Richard Double, 1983 . . 22 C.A. Fields, 1984 Chinese. However onceg he internalizes T TT 76 John Searle, 1989
Allen Newell Herbert Simon The man in the room is not in a position to i Déublel's a?ccount brains lack the room we no longer have such clear is supported by Locus of control is not 88 Paul Thagard, 1986
- -— judge for the rest of system. Whether the s understanding. Double thinks that a part of a intuitions. We don't know what's going on in assumed by the Chinese Room Semantics can emerge from programs that learn. A system with sufficiently
room as awhole understands Chinese has nothing disputed system, such as a homunculus in a Japanese his head anymore because of the complexity argument. The assumption of a e complex learning mechanisms can possess semantics. Such a system must meet a
tohdo with the opinion of ahgmunculqg withi :b it. by Room, cannot understand in the way that a of the process of internalizing the room. We central locus of control isnot an principle of inductive adequacy, which states that the system should possess inductive
n The man's perspective provides no evidence about system as awhole can. Based on that account, a lack adequate intuitions to determine whether assumption of the Chinese Room 77 Dale Jacquette, 1990 mechanisms that are capable of producing all the knowledge constructs that the system
the system as awhole, and henceisirrelevant for L ; or not he understands Chinese. g argument. | give several examples i usesinits behavior. A rule-based system must be able to generate new rules, aframe-
brain in a person cannot understand in the way Searle's arguments L f |
determining whether the system has mentality. that a person as awhole can. presuppose alocus of programs (beer-can systems, water aggrl:so?]e%o;trge;ﬁgegle based system must be able to generate new frames, and so forth.
] e AN AN ;5 Dlale Jacquette, 1989 wal | . of control, like that P(;(El?zoeft%())rg?rztl d?\?)t/ I’g)?](leg acentra never gives an )éxample -of >
ho * mun - cu + lus: Literaly, "little man." _ V}/ngggter?gfg Cgﬁ;gf%?;gfég;&g}m? gr?yssjcr)nulaion guy. assumptions are that " programs are system without some locus of
In philosophy, a homunculus generally refersto 23 Richard Double, 1984 41 John Fisher, 1988 Por aeneral 9y of anative Chinese speaker will involve some syntactical, syntax is not sufficient control. In the Chinese water- 89 William Rapaport, 1988 .
r afiCtiOm' persr?naagent, or being used to make leei'lsdthmc;ISégli(gasl an Phenomenology is not required of a cogni?ivetheory central locus of control that manipulates symbols for semantics, and minds have pi Pi-‘ el(lampltﬁ tr]lerele?arpa?h Internal semantics is realized %?J mg:{]g?]rgg'é?ggdmg is not reducible to
some philosophical point. general cognitive theory of understanding. ) without understanding Chinese. But consider semantics.” controlfing thefaucets. In the in syntactic networks that ; ‘ )
argument for a . Even if we think we have intuitions about what amodel of aChi nesegspeaker that lacks any Note: For more on these assumptions, internalization reply thereisa learn. A network of appropriately is :nternal sem_%rnr(]:s. N%pggrgm, ?Vetfr‘]'fk:t can
3 John Searle, 1980a, 1980b, 1990b metaphysical one. dismted goes on in the mind of the man who internalizes the such locus of control (for example, aversion of see the " Syntax—Semantics Barrier" man who remembers the books, connected syntactical symbols, disputed eam, Cg‘r_pqst{s‘ yatave understanding in fe uman
The Chinese Room argument. Imaginethat The Japanese Room 'SE“ room, such intuitions are not relevant to a cognitive acomputational system that models the brain's arguments on this map. For baskets, and so forth, and who which can learn by deriving by wfgjsest 'dm' 'Ve‘é egories are neces%\lt Y z?tr h
aman who does not speak Chinese sitsin aroom thought experirment was ¢ theory of understanding. A general cognitive theory microlevel functional structure). Searle has ot Jacquette's response to these manipulates the symbols in his is supported by consequences from inputs, oo ey - progrem cannct generaeiiess
and is passed Chinese symbols through aslot in 24 Richard Double. 1983 only supposed to make of understanding is only responsible for explaining shown that such a model would not understand assumptions, see " The Chinese Room head. Dale Jaquette possesses internal semantics. egories by Itself.
the door. To him, the symbols are just so man ' - the epistemological point competence (having all the right rules) and Chi Argument is Circular,” Box 58. Such a system can be said to
A » (he sy J ny The Japanese Room thought experiment. Suppose we have acomputer thet & man in aroom can't ) / . inese.
squiggles and squoggles. But he reads an English- system that behaves asiif it understands Japanese. Now imagine that the system is tell hether th performance (applying the rulesin context), but is understand becauise human
language rule book that tells him how to manipulate large enough that we can put aman inside of it and ask him to run some part of the s aL\J;P\%Ie isetrhi nﬁi:%) rr:t not responsible for explaining the phenomenology of understanding seems to result IRIRDLE
the symbols and which ones to send back out. To I'm just manipulating squiggles and 2 o= Ly - system. We would not expect this man in the Japanese Room to be aware of the was not supposad to understanding. from the same kind of irternal - iss supported by
the Chinese speakers outside, whoever (or - TEAE 21 Hy 44 e ' it pposec semantics. William Rapaport
> - ) o squoggles to produce Chinese language [+ Y /2 FE oy 47 19 mental states of the system because he doesn't have access to the activities of the make a metaphysical pap
\é\ghna:tgr/;)t ilg rl] n tgi tr?ﬁgw r:f acrﬁm Rg ?h?ggédélggx behavior. But | don't understand ‘/ )Q /}Z = F: (1; . room asawhole. The man's observations thus say nothing about the intentionality point about what can or
: hi . Thisrul k isin English. N @ ~ ' ° . ' i i i
. does not understend Chinese: he is merely Chinese. Thisrulebook isin English T RUTE TAL of the Japanese Room as awhole. can't have intentionality. . - - - -
renipaing sl cceodng o2l book (Wi o weteeisin t room +2 hiip o 1990
Heisinsiantiating af?érpal program, whlc?hréass&e isan intelligent Chinese speaker!] Ao T,
heedolg?'gt unde?’rstlgnd (I:%ﬁ?;ee %nggwsgt cognition and The man engagesin cognitive activit The man engages in cognitive activity with 91 Neil Jahven, 1990
instantiation of aformal program is not enough intentionality. The without Chi?léegse- eakign Yy Chin%s}eg?i% intentigonality(e h%am The Chinese record-book thought experiment. Imaginethat
to produce semantic understanding or 27 John Searle, 1982 internalization reply intentionality Wf]pen he gperat&s the Know that "squiggl e-squiggle” iégéneralﬁ/y the man in the room is given record booksin which he can write
intentionality. _ Just read what they've written. Thereare relies on the notion internalized Chinese Room, heactively | followed by “squoggle-squoggle”) ) 80 Klaus Obermeier, 1983 down his own Chinese symbols, and that his manual has been revised
Note: For more on Turing tests, see Map 2. For lots of cognitive scientists who are adherents of that cpgn;!on and thinks, even though he doesn't ' 79 glaus Otae_rme[er, 1983 Thev display linauisie Understanding feelings 92 William Rapaport, 1988 asfollows. n ,
more on formal programs and instantiation, see strong Al—just read what people have written. intentionality are understand what the squiggles and inwhich case Understanding is cor%y ett?r?czythergefore S doesn't require having The Korean Room thought experiment. Suppose thereisaKorean professor || *Hecan record specific symbols he gets from outside. _
I the "Isthe brain acomputer?' arguments on Map - i They have identified themselves in their necessarily connected. suoggles mean essentially linguistic. th pundersfand : feelings. If acomputer can who is widely recognized as an expert on Shakespeare, even though he reads and + He can modify or delete an entry in his record book on the basis
1, the "Can functional States generate published commentaries on the Chinese Room But thisleadsto a : that intentionality may carry over to the Understanding involves no &y - properly apply words Of course | writes only in Korean. He reads Shakespeare in trangation, and the papers he writes of symbols he gets from outside. . .
consciousness?" arguments on Map 6, and sidebr, argument. dilemma. - . . . assumption about biological or | ) denoting emotionsto others, understand are trandated into English. Even though he does not understand English he does * He can syntactically correlate symbols with one another and with
] inwhich case internalized Chinese Room as well. nternal pr but isinferred =) : g g g
"Formal Systems: An Overview,” onMap 7. INterna’ Processes, but I nier S then it can understand those love. Those understand Shakespeare. In the same way, even though the man in the Chinese symbols passed to him from outside. .
[ we can't justifiably deny the presence from behavioral performance. words. We aren't required e el Room does not understand the squiggles and squoggles, he may understand Chinese. || ¢ He can formulate strings based on this correlation of symbols.
of some kind of cognition in the Eanglllr_wg I'”g“'St'tC |r;f0rdmat|on - to justify our first-person love ... The man in this modified Chinese Room can accumulate more and
Altogether the seven maps: Z ekl o e e o o s oS e e B el
Searle attacks a straw man. o A : ' ; o ; should acomputer be . unadersiand Lhinese. 10 the man in theé room, the symbols are ju
- 25 John Searle, 1980a, 1980b, 1990b By attributing strong Al to SprOnEIt o i et ks It eeter 10 ssufierentior undarsianding required to? AR earning programs dant he = many more satiggles and scioggles.
et ; ' ' cognitive scientists without 78 John Searle, 19804, f ) earning programs don't heip.
- - 09 oS —_— The Chinese Room argument refutes Loting them. Searle attacks a attack. In Either Case 1980b. 1990h The syntax—semantics barrier is not
WOP o BT T 114 strong Al but not weak Al. The Chinese quoting ' - - ; o ; overcome by complex learning
m m r I Z V r m r 190 s 2 's supported by Room argument refutes strong Al by showing i%@&ﬁﬁf?ﬁ&&@kiﬁg”ks Biological naturalism. 61 bale Tcauetie. 1689 82 John Searle, 1989 procedures. A liver is complex but
- K > . ) . ) . . . ) e uette, i ity i i ical. i ! i i
IS that running a computer program is not enough programs must explain human Theinternalization reply doesn't conclusively refute the idea that machines can think. intentionality are caused Intention aﬁty is irreducibly abstract. IJr;\(t:eB(talt?enc?gi% sl ?hgolﬂr;iasttjrslé;?;;na(jnt%eb;gls?rgclf al it doesn't understand anything. Syntax and Semantics
0 to generate any red understanding or intentionality. derstanding. R h d redlized in the b . ity - ) ; q _ ! ) . Making a program complex won't / \
However, it does not refutewesk Al, which smply understanding. Researchers by and redlized in the brain. Intentionality is irreducible to biological nature of intentionality and placestoo much emphasison give it understanding either. _ . S )
= uses computers as tools to study the mind. Weak generally offer their computer The brain has the right phenomena, just as space-timeisirreducible biology. But Jacquettefails to recognize that intentionality Syntax and semantics are widespread notionsin linguistics, philosophy,
i " iate resear v . simulations as models of what 43 Jack Copeland, 1993 causal powers to produce to physical phenomena. Intentionality, like be both biological and ab 's positi and cognitive science. Traditionally, syntax and semantics are branches
John Searle fs |stan approprizte research program: strong Al human thinking might be like i The "part-of” principle is fallacious intentionality. Spgcglime Fi)S primitive and fundame%ta] ly iC:‘?heeres(l)}It o:‘oacl)%gcgeri?]rg]; duaﬁ?’rﬁtihﬁ?giggigiﬁ? of Iinggistics syntax being the stud))//' c?f/ how words are arranged into
isnot. - . i : : : :
in «ten -tion -al «it ©y:  The property (in reference to a mental state) disglaited The inter n"allzanog reply restsona abstract. abstract features of intentionality. That liver is complicated, but sentences, semantics being the study of meaning in language. In
of being directed at a state of affairsin the world. For example, the belief ) " fallacious "part-of" principle, whereby if it doesn't understand anything. philosophy, semantics generally involves questions of reference (how
- - that Sally isin front of meis directed at a person, Sally, in the world. weak Al: The position that computers are a you can't do X, no part of you can do X. terms or names correspond to objects in the world) and truth (whether
Intentionality is sometimes taken to be synonymous with representation, useful tool in psychology. They help strong Al: The position that an appropriate Just because the man who hasinternalized ; combinations of terms, as in statements or sentences, correspond to facts
i i i i esearchers test and evaluate th about 9 po: appropriatety . 83 David Cole, 1984 . {
understanding, consciousness, meaning, and semantics. Although there researchersiest and evauate theori €s abou programmed computer really is amind. the Chinese Room can't speak Chinese, Searle's materialism is problematic 84 David Cole, 1984 intheworld). Syntax generally concerns the abstract structure of formal
are important and subtle distinctions in the definitions of "intentionality," how the mind works. i it does not follow that no part of him can e proo . The superneuron thought experiment. Suppose aconscious neuron internalizes amap of itswhole stems (e.g., rules regarding the ordering and manipulation of termsin
! . = U TIED! Computers can possess mental states just by Though he deniesit, Searleésbiological naturaism ) ; - . £ 9 guacild g p
3 3 "understanding,” "semantics,”" and "meaning,” in this debate they are virtue of formal symbol manipulations. speak Chinese. . and right causal powers ol aims commit him to surrounding neural system along with transfer functions for each other neuron. Its nucleus swells with predicate logic).
sometimes used synonymously. Note: For asimilar argument, see "The af orrr? of maIerigi sm. This materialism is is supported by information, and it becomes a superneuron. 1t gradually replaces all the other central nervous system .
Chinese Room Argument Commits the rObleMatiC becaLISe We can imagine cases in neurons, which shrivel from disuse. The man whose skull it inhabits notices no change in his Chinese Liver In Searle's Chinese Room argument, syntax is used to refer to formal
Fallacy of Composition,” Box 20. Jack Copeland \F/)vhi chthe brain has the biolodi C;gcaml owers fluency. His superneuron has the right biological causal powers (because the man still speaks Chinese), structure or "shape'—the abstract ordering of the squiggles and squoggles
to understand Chinese. but fgilsto do sop but the superneuron doesn't understand Chinese like the man does because it is only aware of the formal and the relations the rule book sets up between them. Semanticsis used
’ : manipulations it undertakes. to refer to an actual understanding of what the squiggles and squoggles
86 mean in Chinese. Thisis not, however, to say that everyone who
The syntax—semantics barrier can be overcome by Cre e il e s i e il ol 2t w2
- - [ programs that learn. If acomputer is given the ability It may be helpful to note that in the context of the Chinese Room debate,
s tolearn Ilt can ger%er?te semﬁnt} cglfromtl)o;/v—level %ntax. syntax is often taken to be synonymous with such phrases as "formal
disputed ”ote. Adso’,yseet e "Can p R//IS'C symbol systemslearn as structure” and "computational form," and semantics is often taken to be
by umans do?" arguments on Map 3. synonymous with such terms as "understanding,” "meaning,"
"Intentionality," and "phenomenology.”
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/7 I'mtelling you, | \
don't understand

Chinese!

o Can translations occur

The Chinese water-pipe brain simulator.
Imagine that the man in the Chinese Room is given a new rule book that tells him how

] [
to operate a huge system of water pipes. The water pipes simulate the pattern of neurons
in the brain of a Chinese speaker. When the man receives Chinese input, he looks up in ‘ ! ‘ ’ ‘ ’ I l ‘ ’ I l ‘ ’ I l Z ‘ 3
the English rule book which valvesto turn on and off, then he lets the brain simulator do W I r a I

]:] itswork, and the faucets squirt out a Chinese response. Even though the water pipes

™ simulate the formal properties of the Chinese speaker's brain, the man controlling them

has no understanding of Chinese. C I | R | t I

. t I . . E I . I l

4 Anticipated by John Searle, 1980a, 1980b, 1990b
The brain simulator reply. A computational system that simulated the
complete brain (i.e., the pattern of neuronal firings) of a Chinese speaker
would be able to understand Chinese.
Supported by

"The Chinese Gym Argument,” Map 5, Box 5.

47 David Cole, 1991 48 Selmer Bringgjord, 1992
The man doesn't Cole confuses persons with
understand Chinese but a person_a_lltles. Multl_pleVl rtual
virtual person may. persondlities may exist in one brain,
Maloney is right that the man but multiple persons may not.
who internalizes the room A psychl_aInc_ patlent_Wlth multiple
doesn't understand Chinese. personality disorder isnot
However, there might be avirtual possessed by avariety of virtual
person in his brain who does persons, but rather by a psyche
understand Chinese. There could fractured into avariety of

even be 2 separate virtual people personalities.
46 J. Christopher Maoney, 1987 in the same brain, each of whom
Failure to translate proves failure to understands a different language.
understand. Learning to transate is a necessary The fact that none of the 3 people
conseguence of learning a second language. If you (the 2 virtua people and the man
can't translate from a second language, then you who internalized them) can

45 J. Christopher Maloney, 1987
We should listen to the man. The man's
own claim that he doesn't understand Chinese
overrides his behavior (which indicates that he
does speak Chinese). He hasthe last word on
what his mental states are.

Note: This has also been called the connectionist reply, which claims that
connectionist neural networks are not affected by the Chinese Room
argument.

Can computers cross the
syntax—semantics barrier?

vir < tu » al per +son: Aforma implementation of the

don't understand that language. Because the man :L%n;ﬁt;s.twg]r ?an;angléar?oeﬂiﬂnrt]o structure of human understanding. A virtual person islike a 93 Paul Churchland and Patricia Churchland, 1990 94 John Searle, 1990b
- who internalizes the room can't translate from about their -ng- a% alsgyb'l't' tg virtual machine, which is a machine that emulates another Searle's third axiom cannot be decided in advance The third axiom is a logical, as opposed toan
Chinese to English, he doesn't understand Chinese. gzl:k eé ! dIVISt U s Iliiesto machine by instantiating its formal structure. For example, an of scientific research. Searle'sthird axiom assumes empirical, truth. That syntax isnot sufficient for semantics
8 Jerry Fodor, 1980 _ Isgn o aZn%.un erstand their own old Atari video game console can be run as a virtual machine 85 John Searle, 1990b v . that syntax cannot produce semantics. But the question isalogical truth, not an empirical question. To seethis, notice
= Causal connection with the on abrand new Pentium compuiter. The syntax—semantics barrier. Ou can't get of whether syntactic machines can be used to produce that its converse raises inconsistencies. Imagine that syntax
- world is essential to meaning. . there from semantic understanding is exactly what is at issue in is sufficient for semantics, and that there is some Chinese
= <= Mental states become meaningful 5?] Dg" id C_ole, 1984 houah ) o here. classical Al. Itisan empirical question that cannot be thinking going on in the Chinese Room as the man shuffles
(i.e., intentional or semantic) by u The brain-programming thought experiment. Scientists ) ) decided in advance of scientific research. Searle's third the symbols. What makes the syntactical manipulations give
L] 7 John Searle, 1980a, 1980, Searleusesthe | peing causally connected to the program an isolated and unused part of Searle's brain to AX']?m 1é| Computer programs axiom (which is nearly identical to his first conclusion) off aspecifically Chinese semantics? Different people could
- 1990b wrong causal external world through the senses 44 David Cole, 1984 understand Chinese. After the operation, Searleistold that he are formal (syntactic). thus beas the question of whether machin think. interpret the symbols so that they would give off other
6 Anticipated by i connection ili aic Lo, ; e ; r————} can speak Chinese. Searle laughs and says, "Don't be silly." But Axiom 2: Human minds have ; usbegs the question o & MaChINES can ' ; i ;
John Searle, 1980z, The Chinese Room can ith th I and through the ability to act on The man understands Chinese, but he can't translate it into English. Oncethe man ] ; Speax plo 9 ol sa¥80 Al dy' . mental contents (semantics) s is semantics. The man shuffling the symbols could view them
1980b 1990b be placed inside the with the world. the external world. Searle's hasinternalized the system, he then speaks and understands Chinese. But his English- and Chinese- tl r(1e.st:|engst Zexp gnﬁtlon wasin Chinese! So, e understands Axiom 3 Syntax by itsalf % disputed disputed as achess game, a second person looking through awindow
- a r r a I I e e a e S O a e I l | r -— The robot reply. robot. Merely putting a response to the robot reply shows speaking subsystems can't communicate. He understands both English and Chinese but cannot | ] Chinese but doesn’t know it. either condi tutiveyof o | by by could see them as stock market predictions, and so on.
Suppose that a computer computer program in arobot usthat alittle man mediating trangd ate between them. — SfiG et for somontice s |
<tem were put inside a isinadequate because we N symbolsisthewrong kind of causal e N _ I > | | interoret
ot P S b le' ™ .],; ¥ X Conclusion 1: Programsare can interpr
bot that had been can put the Chinese Room 2> connection, but Searle's response Z o ) 49 David Cole, 1991 ’ -t | h
" " rol S a a4 h -t | speak perfect 51 David Cole 1984 : . . P, neither constitutive of nor that any way |
constructed with a inside arobot and apply the .,‘. loes not demonstrate that no cau X [I speak perfect ) ] ) . The Kornese Room thought experiment. Imagine that the man in the room ——— sufficient for minds (p. 27) |
television camera for same thought experiment as 4 \ connection could ever produce English. Chinese,] The brlaln—t.ra_nsplant thought expepment. Part of a Chinese internalizes 2 rule books. One gives answers like those of a young K orean man, and p. 21). |
Sght, mechanical amsfor £ before. Send Chinese symbols meaning at all. speaker's brain is transplanted into Searle's skull. Searle finds himself the other like those of an old Chinese woman. Hence it is a K orean/Chinese or
doi n§ things, and legs from atelevision camerato the —_— making odd sounds in response to questionsin Chinese. In English, "Kornese" Room that isinternalized. Neither of the 2 virtual people that result
for movement. Such a man in the room and transform (i, ’ ) RS Searle insists he speaks no Chinese. However, monolingual Chinese understands the other's language, and the man who internalizes the room only
- - system, equipped like the symbols he sends out into Y (Ui, bp Y speakers report that, not only does Searle speak Chinese fluently, but understands English. The fact that the man can't translate from Korean or Chinese
ahuman to interact arm and leg movements. The — that heisinsisting, in Chinese, that he speaks no English! isirrelevant to whether the virtual people understand their respective languages. Paul and Pairicia Churchiand
with the world, would man is still just manipulating
have genuine formal symbols without
intentionality. knowing what they mean.

9 John Searle, 1980a, 1980b, 1990b
Symbols and causal connections cannot by

- Identify original arguments by

95 Paul Churchland and Patricia Churchland, 1990

- 11 Natika Newton, 1988 ) themselves produce meaning. Symbolsand causal The luminous room argument. Searle's Chinese Room argument attempts to answer a scientific question by appealing
S A goal-directed robot. Imaginearobot that .C(;n”?d'(;l”.? a el?%suff_lm ent to produce meagl ng (_?r, | to our naive intuitions about the mind. Imagine asimilar thought experiment (supporting a similar set of axioms and 96 i]gggt)Sear le, Syntax is understood as a Syntax is understood in terms of
O V e r r O a O n I S S W O r - K ' performs at least 2 kinds of tasks. ] Ibn %W 1on; It%). ' ther e; r?ny meanlpgt'hn asé emth ! C?”S??hy conclusions) directed against James Maxwell's 1864 hypothesis that light and electromagnetism areidentical. In thisluminous The lumi purely formal property, the physics of itsimplementing
is supported by 10 Natika Newton, 1988 + Itisableto move around its environment to find faect e?ause g ‘|'3‘ IS gﬂw ; ”}g rfnore (;al e sy eT an just the = = room argument we are asked to imagine a man waving a magnet in a dark room. Could waving the magnet around produce € u_mlnotut?] medium (e.g., the computer on
Repeatable goal- electrical sockets that rechargeit. If asocket of asymbol and the fact of acausal connection. light? Our naive intuitions seem to say that it wouldn't, but scientific research has confirmed Maxwell's hypothesis. Both ;c;?nn; l:sntﬂe e in which case which the program is run),
- directed actions can rechargesit, therobot marks"yes" inits memory i the luminous room and the Chinese Room attempt to settle empirical questions by appealing to naive intuitions. Chi R
ground intentionality. — for that socket. If the socket drains the robot's Symbols and causal s nese ~oom. the analogy fails because in which case
A robotic device can be TS pportad by battery, it marks that socket “no. o connections are not enough disputed is The luminous electromagnetism has causal
imagined that hasintrinsic ¢ Itisableto answer questions about storiesin its to get intentionality. by disputed roorln argument properties and formal syntax the analogy holds but isirrelevant
intentionality. The robot POl memory, responding accurately to queries with D ] L] Axiom 1: Electricity and magnetism are forces. by eXprOItS a does not. to Al, because Al researchers are
hasintentionality by virtue yes' or "no" answers. is 58 Dale Jacquette, 1990 Axiom 2: The essential property of light is luminance. gﬁ]%l Oem%tgzween interested in the formal properties
= of the fact that it makes {Tf]‘écrmgnoi??t Qfa?t'srﬂmé?gg'ét}{n'gltam%a;%”gﬁg R disputed The Chinese Room argument is circular. The Chinese Room argument is supposed to show Axiom 3: Forces by themselves are neither constitutive S/ma%nd of programs rather than in the
connections between f the acti DSitS s hen seeki hargei P by that syntactic symbol manipulations can never yield semantic meanings. But to show that syntax of nor sufficient for luminance. ) ) dectromagnetism causal properties of silicon
- symbols ar;ld ‘Ijt's patha”d gaittefiifstl??ltsért]fi gﬁi\{; jinst arn(l)rl]%ttsot[)e?hiasrgienlctjs . doesn't yield semantics, Searle assumes that the man in the room performing syntactic operations Conclusion 1: Electricity and magnetism are neither o : circuits.
g(f:t‘ilﬁoerf]‘; goal-direct of connection between an enfity’s symbols and its 52 Joseph Rychlak, 1991 understands no Chinese. But to do this Searle must again assume that syntax can't yield semantics. constitutive of nor sufficient for light (p. 33).

In Either Case

The analogy lacks force against the Chinese Room argument.

goal-directed actions. The Chinese Room cannot process symbols predicationally
or oppositionally. The Chinese Room lacks understanding because
it cannot operate on the meanings of symbols. In particular, it cannot

narrow down the meaning of an aready meaningful symbol (predication),

28
The man in the Chinese Room doesn't instantiate a program. A human being (or a
homunculus) shuffling symbolsin aroom is not a proper instantiation of acomputer program, and

Start Here

To prove that

is supported by

debate easily identifiable

so the Chinese Room argument does not refute Al. _ . nor can it "reason from what is the case to what is not the case"
. . Note: For more multiple realizability arguments, seethe Isthe brain acomputer? arguments on Map (opposition). All the Chinese Room can do is shuffle symbols around which assumes that 98 James Moor, 1988 . N
1, the "Can functional states generate consciousness?" arguments on Map 6, and sidebar, "Formal (mediation). 97 Georges Rey, 1986 The empiricist reply. Thereisempirica
Systems: An Overview," on Map 7. Note: For elaboration on these concepts, see the "Dialectical” arguments Syntax can generate natural meanings. Reliable causal connections between evidence that suggests that semantics can
- onMap 3. syntax does not doing syntactic manipulations asyntactic system and the world are sufficient to generate natural meanings. emerge from low-level syntax. A bar code
- - 29 R. J. Nelson, 1989 imply semantics does not give the man in the rearer for example, éshgrulrglé Si{?;‘ft&ags L d
- - - — The proper algorithm is constitutive of thought. E‘fﬁ’,ﬂ?;g ey g © For example, Similarly, if an Al systemis information about how bar codes relate to eg en
BT T T Thereis no homunculus involved in human thought, so 54 John Searle, 1980a, 1980b, 1990b becalise a reliably causally connected sles, inventory, and so forth, Similarly
N2 is supported by Searle's Chinese Room does not implement a program in . The many mansions reply i to th Id, it tacti gg 100 iah. i . ;
S 53 Anticipated by iviali AL B di you assume that thermometer is o theworld, its (syntactic) T high-level semantics may emerge from a . : i
9 LTI the same way that real Al seeksto. In real Al the o e JoB0a. 1980b, 19906 trivializes strong Al. By expanding rliably causally belief that egg foo young is ! robot with a self-organizing network that The arguments on these maps are organized by links that carry arange of meanings:
- - - I algorithms constitute the thought of the agent; they are not ( n €, 19dUa, ) the project of Al toinclude any device connected to the infront of it will mean ont o makes reasonable inferences from implicit
- algorithms run by an agent that already hasits own d'sg:l)sted grhoi)l rgﬁg"ég%@ I ?h?escﬁr?gé llcr)]c‘)am that can 2{, t|f|C|ha|Iy produce I world, when it (semantically) that egg foo information
" = houghts. ispu is intentionality, the many mansionsr Moor, 1 - : isi ; — : ; ; .
thoughts by argument only exist because of the present [ gisoued el taiadis) oroject of Srong Al 1t S M Mooy, 88 llacy. Fentastic redlizat The empirical content of atheory reads 60 degrees young isin front of it = - - Arguments that uphold or defend another claim. Examplesinclude:
_ Ee trivial _ e pseudorealization fallacy. Fantastic realizations limitsthe kinds of realizations which it meansthat the Note: For asimilar JRRIR d furth hough
state of technology. Someday we will be by isentirely possible that someday some of the computational theory of mind, such as Searle's man i - " 74/ B B iss supported b supporting evidence, further argumentation, thought experiments,
- ableto build d h duce th o i ( Omp ory » Such. arepossible (p. 49). temperature is argument, see "Catisal Inventory pp Y . o U :
e to build devices that reproduce the device will possessintentionality, but in a Chinese Room, areirrélevant to empirical psychology. 60 degrees. Connection with the World extensions or qualifications, and implemented models.
! 30 Jerry Fodor, 1991 causal processes that are involved in that isirrelevant because the Chinese Relevant realizations are subject to empirical constraints; Is Essential to Meaning,” —
Proper instantiations !ntgr?nonahty. .I/?Lthgtgltlme art:fl_ual Room argument is meant to refute the they can't be arbitrary pseudorealizations. For instance, Box 8.
12 Anticipated by require the right causal intelligence will be able to explain more specific thesis that formal although by some stretch of the imagination a stomach can ) ) )
John Searle, 1080a, 1980b, 1990b connections. The Chinese computational processes can produce be thought of &s an information processor, such arealization Sales . A charge made against another claim. Examples include:
] The combination reply. Taken 3 John Searle. 19802, 1980b. 1990 (Ij?gfc_)rnt_argurfn_en;t exFI;.t)_its etp]/aatgue For next step in the intentionality. Itﬁgi?ln)é tgfbgrﬁgh;gfeﬁ?{gdxmﬁfirﬂ?gr?:)tlgc%g% y s;l)ited Iogical negations, counterexampl es, attacks on an argument's
arately, the systems reply (Box 18), 13 John e, 19804, 1! , 1 inition of instantiation h ] S ] - . ’ . .
tsf?grobotyreplys(}éox 6) a?%){rge brain ) If we knew how the robot worked. If the robot looked and behaved suitably like a human, allows any series of eventsto be %\Ilg %rét?:g]ﬁg:ﬁﬂ(n psychology. One can't just pick out anew section of the by emphgas S potentl_al dangers an argument might raise, thought
simulator reply (Box 4) each failsto it would berational to explain its actionsin terms of intentionality. However, if further information considered instantiations if only p Where should | stomach each time a new computational state is required. experiments, and implemented models.
J e h h ) g - ) ; 1,000 years. Note: F Itiple realizabil 1t the"l
prove that computers can think. Taken gave us another way to explain its behavior without appeal to intentionality (e.g., if we found they are related to each other in 55 Lawrence Carleton. 1984 put the wood? ote: For more multiple realizability arguments, seethe"ls
in combination, however, they show that out that it acted on the basis of formal symbol manipulations), then we would no longer appeal 32 Aaron Sloman, 1986 the proper sequence. However, The Chinese Room is more than a simulation. Ina the brain a computer?" argumentson Map 1, the"Can
asyntactic system can think. That is, a to intentionality in to explain its behavior. Implementations of computer programs must perform this concept allows for some very mere simulation, the inputs and outputs are not of the same functional states generate constiousness?” argu ments on 99 Richard Double, 1983 isi ed
total Chinese-speaking system that reliably. The man in the Chinese Room can't reliably implement a strange instantiations. For tvpe as the henbmenon beina simulated. For example. afire Map 6, and sidebar, "Formal Systems: An Overview," on y LIC L is interpreted as . . . . .
- i b heisah dh diable. Th i P phen 9 : pi&, Map 7 The syntax—semantics barrier is as 812621152698 A distinctive reconfiguration of an earlier claim.
included a robotic body, transducers, and program because he IS a human and numans are unretiable. e man example, according to that simulator doesn't take wood as input or generate heat as 7 James Moor much a problem for Searle's theory as
abrain smulator, would be able to think. might get tired, bored, or distracted, and thereby not follow the rule definition, a sequence of program output, so afire simulator is a mere simulation. But in the it is for Al. Intentional systems are made u|
book correctly. A good implementation must exhibit "astrong causal steps may be spread out over Chinese Room the inputs and outputs (symbol strings) are the of parts that lack intentio?é/alit For exam| I(E
connection between physical representations of programs and the thousands of years and vast same as those used by areal Chinese speaker. Therefore, the FUEIRIE p biologi ol SvSt Y. o fp ] ]
i SUDD behavior they produce.” Because the Chinese Room failsin this distances in space and still be an Chinese Room is more than amere s mulation of Chinese spéeki ng S supported by nmei%ns! ?hgtgllgck |sr¥t aﬁetrirg)igrigcoﬁge negrons éOlI Richard Sharvy, 1983
respect, it is not a proper implementation of a computer program. i iati - " : ; ; e ’ A olor spectrum—invertin . . . .

P properimp g ;gﬁ-‘?ﬂﬁg&,ﬁﬁgﬁ T)iequences i'\r‘]?é?-i /;'n St%,saeremer']{saoi ”,\‘/Iu'atgd intelligence passes, isit work on apurely syntactic level, just as lenses. pPeopIeWho learn |a%guage Focus Box: The lowest-numbered box in each issue areais an introductory focus box.
computationa instantiations, A gent~ ag P < computationd elementsdo in acompuiter. So while wearing color spectrum-— The focus box introduces and summarizes the core dispute of each issue area, sometimes
better notion of instantiation It seemsthat the syntax-semantics barrier is Lboor inverting glasses use color words ti d eti al clai ith ticul th

[ | Wouldajsorequ|retha1as[atebe asmuchofapr0b|emf0r bralnsas|t|sfor approprlaielyeventhoughtheylack asan mmplonaﬂ Som |mes&agena‘ clam wi no pal' ICUlar autnor.
anonarbitrary causdl way. Because Searle is trapped in a dilemma. The Chinese Room can't be as Searle 60 James Moor, 1988 _ _ _ _ ‘ ‘ b 3é rioe Né ion " Box T8 world. Whatever colors mean to these Arguments With No Authors: Arguments that are not attributable to a particular
this kind of nonarbitrariness is N ML - - : - The man in the Chinese Room is an alien. The Chinese Room argument relies AV, S rains (see "Biological Naturalism,” Box 78), peopleisirrelevant to their linguistic source (e eneral philosophical positions, broad concepts, common testsin artificial

3 ) d of nc ! describes it because it either has semantics after all or elseit can't spesk Chinese. th tion that th inth s out millions of operati N the syntax—semantics barrier is also aproblem ctence b th th source (€.9., general phifosop! p S, €p
not exhibited in the Chinese on the assumption e man in the room carries out millions of operations per Y competence because they use the dll listed with th
- - - - - - Room, the Chinese Room is not second with perfect accuracy. But no human being, even in principle, could do this. for his theory. terms correctly. intelligence) are li WIth no accompanying autnor.
INEse oom Must actually be akind of alien possessing a "mix of superhuman . 102 Richard Sharvy, 1983 Citations. Complete bibliographic citations can befound in the et that accompanies
ave INtrinsic intentionaltl T ———— T ————— e T, ey
. 33 Richard Sharvy, 1963 Ctteren, integrated syntactic-semantic rules, problematic. Searle thinks that ssmantics E,ierggl use color terms competently. - g3 :
T, omputers and humans run programs differently. A man component to produce fluent i i i 5 . . ; ; :
I instantiating a chess program without knowing what he is doing is not Chi np@e.speakri)ng behavior, in which case ?;lh %e‘]s'e'y—gsggkli%%gbehavior is too limited to serve as a counterexample to strong Al gglﬁe?ﬂgfovc\lllrggg Ls}/pr?é)?rl]zervgrglldv?argeanlng — color terms correctly lack theusual ‘{\\',/ Methodology: A further discussion of argumentation analysis methodology can be
That machine playing chess. However, acomputer doing the same thing is playing chess. Searle's Chinese Room onlv di o ; s - P . B TIT T T semantic hookup but till display linguistic found in the booklet that accompanies this map.
_ Ng the same thing I . ) ) ! ) y displays asmall subset of intentional human behaviors, namely, Chinese appropriate way. But this notion of semantic W is supported by Th hinas lik
only possesses 15 Daniel Dennett, 1987 Nothing else It seems reasonable to suppose that the situation is similar in the case of inwhich case it won't produce fluent Chinese- eaking behavior. It doesn't model a system that possesses all essentials of human intentionalit hookup, and thus Searle's notion of a competence. They can say things like,
o'y POSSE Only Mother Nature exhibits iqi eaking Chinese: a man running through the steps of a program without i i P g benavior. L 2%y pos . ; Y. PR : ; < NS, "The sky isblue," "You shouldn't wear - . . . - .
intentionality 1ly Mo Nature has original Speaking : &man running through the step: prog speaking behavior, because fluency For example, it doesn't model the ability to abstract universals from particulars, to recognize the same meaningful symbol, is problematic. Many —— e wi ; " A ed b Wherethis ph b dentif a
14 John Searle, 1980a, 1980b, 1990b relative to some original intentionality. Humansdo intentionality. knowing what he is doing is not speaking Chinese, whereas a computer the room is not purely syntactic, requires the ability to extrapolate melody playéd in different keys, to perceive resamblances without matching common properties, and traditional puzzles show that merely syntactic an orangetie with ared jacket,” and § nticipat Y erethisp rase appearsin abox, _It I _entl Ies a potentl
Only minds are intrinsically intentional\  gpserver. not exhibit original intentionality doing the same thing is speaking Chinese. as Searle claimsit is! beyond specified syntactic rules (like s00n. A system that had these abilities would be able to think, but the Chinese Room doesn't have use of language and symbols is enough to Notgéng can bered and blue all over attack on a previous argument that is raised by the author
— Mental states alone areintrinsically intentional. (or, touse _Sea_rlesterms, intrinsic those contained in the rule book). these abilities and so it isn't areal counterexample to computerized intentionality. generate linguistic competence, even when (p. 129). so that it can be disputed.
is supported by rce?gt‘ie‘ét?g ggr?r]] :i’)%g‘er“\f e?r \?vﬁgltyrégits?rtllgrﬂazlas :Rigg gzz:g)ivsrggﬁ/éahﬁgm genes . 31 John Searle, 1991 Note: Also, see "The Test Istoo Narrow,” Map 2, Box 57. there is no recognizable semantic hookup.
| 3 N - N d. . . . . R . . . . . g _
if they had intentional States. Mental states In turn, genes have secondary 34 DavidCole, 1984 " -, ', [* ggﬁ;ﬂ&ﬁfﬁgﬁ ScarF‘o'chr.ts""Q}'eﬁ;fhened In Either Case 103 Richard Sharvy, 1983 Asarticulated by Where this phrase appears in abox, it identifies areform
" haveintrinsicintentionality. Computer systems intentionality. The regress ends, Computers embody L Es e i . TS - — 62 Steve Harnad, 1989 — . Musical notation. Musicians ulation of another author's argument. The reformulation
! Y. . - ) P . , .o - ' notion of instantiation does not rule out the The room is not as Searle describes it - . . , L) > ; ; . .. , .
have observer relative or "as-if" intentionality. however: Mother Nature exhibits programs; they don't R ARG possibility of a conscious agent performing : The Chinese Room makes a modularity assumption. Searle'sargument makes an untested 105 R. J. Nelson, 1989 T Is supported by reading notation read music, not is different enough from the original author's wording to
original intentionality. T obey them. Searle LT : the symbol manipulations. The causal modularity assumption. It presupposes that certain functional parts of human cognitive performance Semantics may result from Godelian i supported by sounds. They comprehend abstract warrant the use of thetag. Thisphraseisalso used when
terprets what a - < ym P ' , ili i i i 's Chi ical hich can b a. p
misinterpl connections that Fodor asks for are supplied (e.g., the ability to speak Chinese) can be modeled independently of the other functional parts of the self-reference. Searle's Chinese Room musical structures (which can be th iginal tisi ible to locate other than i
. - program does. Computers by theman in the room. Theideathat conscious system. Evolutionary biology suggests that language cannot be modeled independently of other argument ignores the possibility of machines realized in various media besides the origina argument IS 1MpOossIbie 1o locale other than In
Just the opposite! Hussem don’t obey programs the agents can't instantiate computer programs is Ahal 1plus (sensorimotor) capacities, because linguistic capacities never exist without these evolutionarily more that can have semantics by virtue of self- sound) without relying on the usual its articulation by alater author (e.g., word of mouth), or
S I I I e C O I e S O a S e V e I I I I I a. S ﬂqoc\stﬁhat iQtdeB“"”?"y a \cljvt?gytshae PJ(Z”QQJEQ room preposterous. If that ideawas true, Alan primitive capacities. reference. Godel's theorem shows how semantic hookup to the world. to denote a general philosophical position that is given a
N Cat . H H 1 H i . . . .
16 Rondld Mclriyre, 1986 OnHusstesconrt, omputs o Computers embocly Tring MGG WS Qven et Some.of i 57 L. Joreifen Cohen, 1966 P T et o G A pograme, ThiE. special articulation by aparticular author.
Chowa that monta) statos are be duplicated by a 17 James Mensch, 1991 ?&??JST&&B”@%@ examples specifically involved conscious understand some Chinese 63 Hannoch Ben-vami, 1003 | 7% =< 583 ? Godelian self-reference providesamethod [ 104 W, V. O. Quine, 1953 . L .
isntﬁnssical?y infentailor?a? e:ogor%ing toEdmund | Purely formal model The formal structure of intentionality the law of gravity but agents going through the steps of the program. questions. Speaking fluent There are questions the [What time isit7] for semar?tlf&rt]hat k?earle has not colme to Linguistic semantics is only a matter of correlations of words. Linguistsinvolved in semantic research Unmapped Territory Thisicon indicates areas of argument that lie on or near the
. . \ Husserl, meanings and mental states areintentional | 1K€ & computer can be modeled on a computer. According embodiesit. Chinese requires an ability to Chinese Room can't gnsgsmvg::ti'csl otf teh(l:st'”&:?lfggmd' ’Sg;ﬁﬁ‘éﬁd are not concerned with meanings. In practice, they study correlations between terms of languages. They find Additional boundaries of the central issue areas mapped on these maps.
is supported by not because of any relation they bear to anything  \Prodram to Husserl, intentionality is constructed from answer basic mathematical answer. Because the manin the have intentionalit yp synonyms between languages by observing how words are used; no other criterion is scientifically useful. Appeal arguments It marks regions of potential interest for future mapmakers
- - dlse, bt as amatter of their intrinsic character., nonintentional elementsin astrict, rule-governed questions that are essentially the Chinese Room uses afixed book Note'l Alsol e Il\/ly' 7 to meanings has no part in linguistic research, because meanings can only be identified after the languages are already and explorers
They are"asort of entity whose very natureisto way. The construction of intentionality occurs same in Chinese asthey arein of rules, the Chinese Room can " ’ Il understood. p "
l I S S I I I I al I al I —-— be representational” (p. 109). There are formal, through a process of "passive synthesis," in 35 Lily-Marlene Russow, 1984 English. Thus, the manin the never answer questions about
u rule-governed aspects of mental states, but those which the data of sense experience are ordered I T, Simulation of programs requires duplication of functional room will recognize some changing situations. For example,
- aspects do not exhaustively characterize mental into intentional perceptions "without any active interconnections. Genuine simulation of a computational system must mathematical parts of Chinese. It can't answer q’;{eﬁl onslike, . - r— -
states. Mental states cannot be reduced to formal psartl_flplatlon of ”;e subject I(p-t115—%%5)_- accurately duplicate the functional interconnections within that system. L%(?é?gtgnac?s&scmﬁgeagnd s ot l:\tﬂas‘té'h%%'s gecgasevgnhs?fvgr?% One of 7 in this Issue Mapping™ series—Get the rest! The Issue Mapping™ series is published by MacrovU Press, a
structures, even if they have formal aspects. As milarly, computers use rules to syntnesize The presence of the man in the Chinese Room introduces a homunculus that > € 7B A - P . : : g : X i © 1998 R. E.Horn.
I I I . such, mental states ca%]ot be duplicata;pby formal nonintentional datainto intentional contents. fajlsrt)o duplicate the functional interconnections found in a computational merely manipulating symbols. such questionsis part of ordinary The remaining 6 mapsin this Issue Mapping™ series can be ordered with MasterCard, VISA, check, division of MacroVU, Inc. MacroVU isaregistered trademark All rightsreserved.
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