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The leap. Therearetimes

-
y ) when a person makes a"leap" ? 106 George L akoff, 1987
u u I to anew sphere of existence, O r u I I l an O u The objectivist account of cognition is inconsistent.
" which infuses his or her being [ The objectivist account makes inconsistent assumptions.

What is this? © Can Physical Symbol Systems Think?

withanew order of significance. 1. The meaning of a 2. The meaning of
Such leaps are so radical that sentenceisa { the parts cannot
82 Hubert Dreyfus, 1972 low! 1'm not the same person afterwards we cannot imagine 105 George Lakoff, 1987 function that assigns be changed
Creative discoveries Imin lovel | was yesterday! 1've made a how life could have ever been 103 Objectivism is in conflict with empirical studies of natural atruth value to the without changing
= 81 radically restructure That changes cregtive discovery about otherwise. The representationalist assumption human categories. The objectivist paradigm—which influences sentence for each the meaning of
The knowledge base assumption. Symbolic human knowledge. Large avervihi ng| Symbol structures are internal representations most contemporary cognitive science—rests on aclassical theory possible world. thewhole. (This
data can be organized into a knowledge base that knowledge bases organize and yihing: of external redlity. They are made up of of categoriesthat is disproved by awide body of empirical evidence (Thisis astandard isarequirement
represents the entirety of human understanding. process datain arelatively symbols, and are operated on by rules, search concerning basic-level concepts, kinesthetic image schemas, definition of of any theory of
However, when Al researchers develop knowledge fixed manner. Human and other psychological processes S\}mboli c metaphorical concepts, metonymic models, and others. meaning in meaning.)
bases, they generally focus on some particular is knowledge, by contrast, is representations have a constituent strocture. in objectivist
domain, such as the domain of furniture, animals, disputed S'Jblﬁc'[bto ,fadlfcﬁ restructuring - T T tﬁgt the meaning of Agiven representation (5a Thecat is semantics.)
™ - - restaurants, and so forth. A knowledge baseis A 8?3203&?2‘9 whci::?]ag;r? atera i function of the meaning of its constituent parts. on the mat., To see the contradiction, notice the following: Changing the meaning
n S S u e a.p u I C a.t I O n written in a"representation language’ (such as Disputed by > of the parts of a sentence should change the meaning of the sentence

person's entire understanding of
theworld. Such fundamental
shifts can take place at
personal, conceptual, and
cultural levels.

the predicate calculusor LISP). A good knowledge
base supports inference, alowing the computer

to draw conclusions from available information.
For example, a knowledge base representing the
domain of furniture should support the inference

asawhole (by 2). Thisimpliesthat the truth value of this sentence will
also change for some possible world (by 1). But, we can construct a
sentence in which the meaning of its parts changes but its truth value
remains the samein all possible worlds. So, we have a contradiction.
Note: In unpacking the claim, Lakoff draws on an argument by Putnam

"The Front-End Assumption Is Dubious,"
Map 1, Box 74.

This info-mural 1s one of seven

88 Hubert Dreyfus, 1992

i Notes:
CYC will not be able to e Symbol structuresin this sense are often

] L] " u that a.chair is somethin le sit on. Note: In this context Dreyfus demonstrate common sense. h p ; . :
‘ ‘ ’ ’ St ar t H e r e g peop also discusses Thomas Kuhn's CYC isinconsistent with the referred toas mental representations or |(1981t), V}.\Il_hlﬁh ext((jandls L_owenha m-Skolem's theorem from first-order
S I I notion of paradigm shift. phenomenology of skilled coping. The classical representations. ogic to higher-order logic.
: : Wood project of encoding human knowledge » For more on this classical Al theory of '
) ) i ————Postulates of Dreideggereanis M — N comes from in avast database s beset by the e Fator (1075, ol YTy (1984) 10 Ceorge Lkl 1967 R
. . ] Dreideggereanism is Hubert Dreyfuss application of Heideggerean phenomenology to s supported by : \_ 84 John McCarthy and Patrick J. Hayes, 1969 T TS success « Much of the debate bétween connectionism The objectivist is supported by
is made of - ) Human beings cope successfully - ; .
issuesin Al and philosophy of mind. L Tree The frame problem. General reasoning requires that a system ) without consulting factsin a and classical Al isfocused on the . account of cognition.
u . o . ' ' . | / / make relevant inferences while excluding irrelevant inferences. Unmapped Territory knowledge base. issue of mental representation. One of Al's Symbol structures are
c 1. Our basic way of being in the world is coping with equipment (rather than relating to Chair , s This process requires "frame axioms," which specify those properties i « Skills and know-how resist major charges against connectionism is is supported by meaningful by virtue of their
bdi h h d theworld by way of mental representations). is made of disputed of the world that remain unchanged when an action is carried out. Additional tati itional that connectionist networks can't model correspondence with entities
- - a.r] url n | levethat at the en 41 Hubert Dreyfus, 1972 f by ecifying such axioms in advance cannot be carried out in an frame problem obr SXonie o & proposition nstituent structure. Seethe"C = and categoriesin the world
n (1 ) The context antinomy. For amachine to understand sentencesin a 2. Coping skills can't be formalized ) is made of \ Sp I ying y arguments knowing-that. _ constituent structu ek h'b'e N Q@ egorl b
u e S I O I I a I | C O I I l u e r S I ' l . of the Century ... one natural language, it must place those sentencesin a context. However, . L is used for k Table ’SI\‘ r(;gs eway. « The mo.rekTun%an tl;e! ngs r|]<noé,|\,, the ﬁgﬂ%ﬁeﬁg'gnnn%[; s exhibit systematicity? wh(i?é/hqs ;1:; rrgrsne Or; t rL:I]’gk . 107 Leopold Lowenheim, 1015; Thoraf Skolem, 1922
L] YeS y I I I aC h I n eS C an will be ableto Speak of 32 . . gneg%ﬁ;n achines use explicit bits of data, they run up against an 3. Coping takes place against a background of general familiarity. Sitting on Plastic « McCarthy and Hayes are not, strictly speaking, disputing the kmn(gfv%%ge %tbggr iﬂgg;tfa{ioﬁ,’ﬁnﬁ present again” what exists in thfhg‘fvoerggﬁgmng,ﬁgﬁgﬂ gg:n%bé;a(?ﬁ;n}?g?g g;{g%?;%tg |c r$5
. : f oL The symbolic data assumption. The elements : o _ . , _ _ knowledge base assumption. They raise the frame problem as an - external reality. Without their - :
h h k acomputer, the reverseis true. the world), then it describes more than one model
. O r WI | | b e ab I e to machines thin Ing ge}hé?klggg arre repor?ntgjd |enS dIIS;]ae a%/dmsgofl (ljctfho;rrré 4, Egm 't';?r”% |ska kind én; copll_ng_,tbut it |sdno;t di réa_cted ?tbany particular task. Heidegger important (and solvable) issue for Al researchers to deal with \ e {0 hewerd theworld) then fdescribesmorethan anemodel. - crenghencd
WlthOUt eXpeCtI ng to be issjﬁpbried m reprles:ﬁted b;&sugch dzt;anud ﬁyr)thd?'wmbi natiz)n ore sthis background familiarity an understanding of being. ¢ Thisdefinition of the frame problem isitself the subject of dispute. ﬁqyen;lrj]iorI]gsltgsctur&e are version of the L owenheim-Skolem theorem and claims that the theorem
. . contr adl ct ed higher-order symbol structures like knowledge bases. hereis a broad herei i h 5. On the basis of familiarity, human beings are able to determine what is relevant to — - ﬁppv;/]sthat any statement in ngﬁjral language has an unintended interpretation
t I n . CO putatl On ’ fT erer|]s ad roader contﬁ)_(tﬁ)f Thereis an ultimate context that what, what to pay attention to, and what to do in any given situation. I built this 7 if it has any interpretation at all.
| | | factst at eIeterm| neswhic requires no interpretation, 85 Francisco Varela, Evan Thompson, and Eleanor Rosch, 1991 without a K B
b Q - - - g acts arerelevant to agiven i which 6. Expertise consists of responding to a situation similar to one that has occurred in the Independent domains can't be aggregated to model common database! . 108 Rodney Brooks, 1991
t O r u e t at I O a I I S Sy el I I al l po sentence, in which case past in away similar to aresponse that has worked in the past. ?ee;r;ﬁ;.ruguggemn;ggcggsfg?:p)g]hfhgeggenﬁ;z;gi%r;aloifsta%earrsigte;t(i)\f/esrittaﬁnpt to --- - The world 1s its own best representation. Modeling
. i i S . . - i h > e | ca IS on : intelli iresthat a system be directly interfaced with
. | I l I I I I I I l | l in which case m:(efar e forr]cecri] to pqutgéate asd 7. Similarity is basic and cannot be analyzed in terms of shared features. domains, but the world isn't composed of separate discrete domains of disputed Itﬂe V\;gmoteh:%lgrl;fensorg zlynderart]:tueattlj:g.C 'thlgse "Iatyer;\'I Iof
I I I portant ements O thet context must itsdlf b o acts that o of th o _ - _ - knowledge that can be represented in isolation from each other. To provide by interaction with the environment approximate the
. that context must e relevance, regarciess or the 8. Expertiseisarrived at in 5 stages, beginning with rule-like responses to specific an adequate theory of common sense, we must provide an account of is i i
0 2 interpreted, so that we face situation. But no such set of ; ; L . sensorimotor dynamics of the human body and allow the
m h Iﬂﬂ thl n kl n Or an infinite regress of broader fota exit features and ending with responses to whole situations. context-dependent know-how. disputed Postulates of Experiential Realism world to act as its own representation. This removes the
u g and broader contexts. ' e (PIp by o o B . \ necessity of using the inefficient global representations
- . 9. Situations cannot be specified in terms of features. A, Expenglnnaldreahsm ;IS "experiential” in that it focuses on: favored by Al and has the advantages of:
e actual and potential experiences * better response time, because no global representation has
. = u nderStand| ng . : (Adapted from Dreyfus (1972, 1991) and Dreyfus and Dreyfus (1986). Yy, 86 Weve got to "bite the » genetically acquired makeup of the organism _ to be cr?rJ]ged whenever the envigronmen?pchanges;
In Either Case The problem of commonsense knowledge. Human bullet" and enter in « theorganism'sinteractionsin the social and physical environment (p. xv). « increased robustness, because the system is less likely to
— commonsense knowledge is o vast that it can never be adequately lots of information. o o o _ crash due to some unpredictable change in the world. Rodney Brooks
Explicit data cannot account for the understanding of natural language. represented by propositiondl datain a knowledge base. Dreyfus 2. Experiential realismis "realist” in postulating that:

factors this problem into three parts.
"1. How everyday knowledge must be organized so that one can
make inferences from it.
2. How skills or know-how can be represented as knowing-that.
3. How relevant knowledge can be brought to bear in particular
situations" (1992, p. xviii).
Thislast problem has been called the access problem, that is,
the problem of how to efficiently access datain a knowledge base.

87 Douglas Lenat and Edward A. Feigenbaum, 1991
Computers will be able to demonstrate
common sense with alarge enough database.
A large database containing more than 10 million
statements of facts about everyday life, history,
physics, and so forth will be able to exhibit common
sense.

there is a real world

Alan Turing Humans avoid this antinomy becauise they recognize the present situation
as a continuation of past situations, and on that basis determine what

is relevant to understanding a sentence.

40 Martin Heidegger, 1927 is slipported by
The spatiality of equipment.
Human beings organize space into
areas of nearness and "farness'
relative to their needs and
concerns. They do not organize

37 Hubert Dreyfus, 1972 is stpported by space into a three-dimensional

.
I TS
is supported by * reality places constraints on concepts

e truth goes beyond mere internal coherence
.

there is stable knowledge of the world (p. xv).

)

is S‘Jp‘pbrfed by is s.‘Jp‘pbrt‘ed by

3. Thereis more to thought than just representation. Thought is also:
* embodied, in that "the structures used to put together our conceptual systems grow out of
bodily experience and make sense in terms of it" (p. xiv);

philosophical, political, and

aluminum-can retrieval, etc.).

n
Explicit values cannot organize a field of experience. Human system of discrete coordinates. The access problem is also relevant to heuristic search (see the * imaginative, in that concepts not grounded directly in experience (e.g., metaphorical
ST 33 Asarticulated by Hubert Dreyfus, 1972 interest organizes afield of experience that cannot be captured by explicit _ Heuristic Search” arguments on this map), because in large concepts) employ conceptual structures that go beyond the literal representation of reality.
I LS . : als and val Martin Heidegger knowledge bases the problem of accessing information is also the
is supported by Reductionistic science paradigm. To model and goals and values. 99 ; f Implemented Model : " : : ! : : ;
understand the world, divide phenomenainto simple + Spexific goals must be checked at preset intervals, but human concerns problem of searching for it. com - mon - sense knowl - edge: Our everyday understanding of the world. P 4. Classical categories are inadequate. They arelike containers: their members are either in
n elements and relations. Scientists, from Galileo onwards, pervade experience. o ) . 39 Martin Heidegger, 1927 Generally, such knowledge consists in pretheoretical information that seems obvious 89 Doug Lenat and R. V. Guha, 1990 gr out. C?gnltlvg msﬂ_dels on the other hand, obey nonclassical "fuzzy" logics, exhibiting Implemented Model
have analyzed the world using this reductionist program * When concerns are made explicit they lose their pervasive charecter. Humans beings are called to take a stand on who they are. Human beings when explicitly stated: for example, our knowledge that tables generally have 4 legs CYC. CYCisamassive database egrees o membersnip.
— and have made significant progress. e Human needs only become explicit after they have been fulfilled. take a stand on who they are by living “for the sake of" being teachers, doctors, and and are something people put things on, or that people generally bring gifts to birthday contallnl ng ][nllllons of _statttalr]na&tents and at out - Eertiplieal 109 Cog Shop, 1998
3 so forth. Such "for-the-sake-of-whiches" structure human activity in a pervasive and 91 George Lakoff, 1987 parties. It has been said that commonsense knowledge consists not of the information compiex interence engine that represents COG. Led by Rodney Brooks, the Cog Shop
nondeterminate way. The predicate calculus contained in an encyclopedia, but rather in all the information necessary to read and commonsense knowledge well enough to o Central has developed a humanoid robot composed of a
= " " 34 ChristineA. Skarda and Walter J. Freeman. 1987 CannOt.Captul\;le human understand an encyclopediain the first place. intelligently process data series of interconnected (but independently
i ; melling. o discrim : ; - i T - . . reasoning. Many - o - ) functional) systems controlled by a set of parallel
I I I r | l I | I l I I t f 01 the naira ol SymmbolS and ymbol Ssuctures cort EXpIAN (s process shwell 6 the methemetics of noniinger cynemicoand | 15 uppored by s History of the Symbolic Data Assumption =————=—= knowledge-based systerms 5. Itisimportant to focus on conceptual structures and cogritive models which nvolveavariety || pyocessora. COG currently condts of atrunk,
2 Allen Newell and Herbert Simon, 1976 A physical symbol system has the N chaos does ' encode information with of phenomena ' head, arms, and a sophisticated visual system.
Physical symbol systems can think. ) necessary and sufficient means for Note: Skardaand Freeman use similar reasoning to dispute "The Rule-Following Assumption,” (Box 46) (because neurons don't follow Theideathat the world can be understood as composed of discrete elements has along history in the philosophical S(r)?diec\gte?cglncgrutgivhi ch 90 James Lighthill, 1973 * Prototype effects: Differences among category members such that some members are Planned additions include hands, vocalization
Thinking in aphysical symbol system isaformal computational general intelligent action. By rules) and the central control aspect of "The Brain Has avon Neumann Architecture,” (Box 12) (because neural activity is self-organizing). tradition. ies;based on the dlassical Past disappointments. The number of facts necessary to capture the entirety of commonsense knowledge is more central than others. ability, avestibular system, and skin. COG is
e Rule-governed N process characterized by . "necessary” we mean that any They also argue against representationalism in general, with its assumption of the existence of plans, goals, scripts, and so forth. concent of acateqory. But insurmountably large. Machine agents can only cope successfully in limited domains, such as the game of checkers, where a Central: intended to be as fully a part of the real world as
Thinking = manipulation of symbolic ¢ rule-governed symbol manipulation system that exhibits general Plato, for example, believed that all true knowledge (knowledge of piety, justice, the good, etc.) must be statable th olep ical Vi &g fy AR small number of facts exhaustively describe the agent'sworld. To scale up from such artificial worlds to the real world simply four-legged  Peripheral: possible, both by having abody and by interacting
representational structures * the drawing of inferences from large knowledge bases intelligence will prove upon analysis in explicit definitions that would act like rulestelling us how to behave. René Descartes proposed that certainy ca? c gﬁges ha\gggeg 1S SuppoTeC 2y by adding more and more facts is not possible, because this leads to a combinatorial explosion of the number of ways chair  bean bag =222 inareal (asopposed to a"toy") environment.
* heuristic search of data structures to be aphysical symbol system. By in knowledge could only be obtained by relying on what he called "clear and distinct ideas," that is, ideas that di &g ed b irical in which elements can be grouped in aknowledge base. Because of these problems, Al workers have little more than "past ==
* operations on representational structures "sufficient” we mean that any is are clear in themselves and distinct from other ideas. ISproved by empiric disappointments" to their credit. ) o _ __ _ _ _
n n + planning and goal-directed activity _ physical symbol system of sufficient disputed %8 ~]|°h” Dew%y, 1922 ﬁl\"dq‘g‘ﬁ deb Supported by « Basiclevel categorization: Categoriesthat are cognitively basic are "'in the middle of a
The symbolic processes that constitute thinking are formal in that size can be organized further to by acot?vist per|\_/| 3m2ns Gottfried Leibniz, one of the originators of the idea that a machine could think, also introduced the notion of "Pogset-ul ang' (?‘Ef i e?rnfi a "The Lighthill Report,” Box 74. general-to-specific hierarchy” (p. 13).
— — they areindependent of any particular physical instantiation. In exhibit general intelligence (p. 16). exnai e)r/u:e oals oo amonad, which, as abasic component of redlity "is nothing but a simple substance that entersinto composites— Realism” on thi Spm . .
_ humans, thinking is instantiated in the neurons of the brain. In \_ Y. bl f simple, that is, without parts’ (Leibniz, 1714, p. 1). : . Note: Thisargument summarizes anumber of Lighthill's opinions, and it representsin early form versions of the problem of @ Postulates of Subsumption Architecture
] compuiters, thinking is realized in silicon circuits. pervasive elements o toy worlds, brittleness, combinatorial explosion, and commonsense knowledge, all of which are well-known problems today. . . .
- Notes: 2/ o present activity, rather - . ; ' ' . . 1. A subsumption architecture machine (SAM) has sensors and actuators for
S, ) . ) o than as fixed ends to The British Empiricists (notably, John Locke, George Berkeley, and David Hume) held that all knowledge specific  basic level  general . ; ith the real Id
* Thisisastendard interpretation of thefield but it is by no means be worked toward comes to us through experience in the form of discrete "simple ideas,” which combine to form "complex ideas.” striped chair furniture interaction with the real world.
. shared by everyone. Thissummary is meant to emphasize those 35 John Barnden, 1987 ' The notion that ideas are discrete continued in the work of Hume, who claimed that "every distinct perception ) o i - ) ) 5 ASAMI ised of "1 " that is. "activit e bsvstems”
" — aspects of artificial intelligence research that are relevant to Patterns of activity may be "fuzzed” symbols. which enters into the composition of the mind, is a distinct existence, and is different, distinguishable, and - - * Kinestheticimage schemas: Recurrent structures of ordinary bodily experience. P _I_hISCOImIOrI =@ aye_rts{ o 'Sh I\clil y_-;?]roh i nglcsju systems” (p.
= S . S/mbol Svstems hvbothesis and functionli The "distinctive, stereotypic state of activity” (p. 174) separable from every other perception, either contemporary or successive” (1739, p. 259). 92 Hubert Dreyfus 1972 JamesLighthil 1073 andothers . i ~ S Thess Iy ers interact with each othes and with the world,
+ The physical symbol systems hypothesis and functionalism are { - et o ombinatorial explosion of knowledge. Representing al of the information relevant to an open-ended domain, or to human . ) o .
In humans, The same symbol closely related. The physical symbol systems hypothesis g;a; Isekara; gg %gﬁgmcﬁ?rgﬁgﬁ%ixﬂa@ c?ﬂtgﬁt 36 ChristineA. Skardaand Walter J. Freeman, 1987 In the 19th century, Gottlob Frege invented the first complete formalization of predicate logic. Frege regarded commonsense understanding in general, is an impossible task, because it resultsin a combinatorial explosion of relevant information. 7/ }-‘}-‘X}-‘}-‘ 3. Eahch Ilayer is a_ct(])mpl gtefugptl onal unit; that a:I s, it funlctlo_ns autonomously of
symbol systems systems can also be proposesan architecture for smulating and studying intelligence. of the olfactory system, which the brain then usesin Fuzzed symbols are not classical symbols. The patterns of thoughts as discrete entities composed of concepts and relations between them. In this century, Bertrand The number of facts that must be encoded to scale up from a series of small, independent domains to the totality of commonsense g 4 other |ayers, without depending on any central control unit.
aeinsantiated in instantiated in a Functionalismis a philosophical position that is used to justify classical symbol-manipulation stvle. It is consistent ! activity that Barnden correlates with symbols are not like classical Russell founded logical atomism, in which the world is understood in terms of atomic propositions that are knowledge isinsurmountably large. — £ — ) i i ) ) .
the brain computer this architecture. Functionalism was developed in part asa with Al tgyall ow that tﬁ@e mb())/I < embody acertain s symbols, which can be composed and manipul ated by well-understood gither true or false. Ludwig Wittgenstein articulated his early version of logical atomism as follows. "1. The Notes: Naw + Metaphorical concepts: Cross-domain mappings where knowledge from one domain of 4. Layers can be added gradually to SAMs, which can thus develop incrementally.
i ‘ response to behaviorism (see the "Is the test, behaviorally or sy ly disputed logical operations. Dynamic patterns of neural activity are context worldisall that isthe case. 1.1. Theworld is the totality of facts, not of things. 1.11. The world is determined » Combinatorial explosion also affects the problem of searching databases. See "Combinatorial Explosion of Search," Box 58. _— the conceptual system is projected onto knowledge in another domain. We must incrementally build up the capabilities of intelligent systems, having
complete systems at each step of the way and thus automatically ensure that
— y Sheran like the pieces and their interfaces are valid" (p. 140).
—— = thewind ...
- 5. Each layer enables a specific behavior (e.g., obstacle avoidance, exploration,

6. Any given layer can "subsume" the action of attached layersin order to further

 Metonymic concepts: Taking one aspect or part of its own goals, without completely wresting control from the attached layers.

something and using it to stand for the thing asawhole
or for some other part of it.

The ham
sandwich at
table 10 ...

7. A SAM interacts with the "real world," that is, the dynamic world that humans
act in; it does not act in arefined, abstracted, or limited "toy world." "At each
step we should build complete intelligent systems that we let loose in the real
world with real sensing and real action. Anything less provides a candidate
with which we can delude ourselves' (p. 140).

\ operationally construed, alegitimateintelligencetest?' arguments am%untGSfbfuzrf (ﬁ' 174). That is, the states of aétlwty dependent and are only roughly correlated with eventsin the world. by the facts, and by their being all the facts" (1922, p. 5). * Thisproblem has been raised in the context of the Turing test (see "Combinatorial Explosion Makes the All-Possible-Conversations ‘
onMap 2). For more on functionalism, see the "Can functional rpcgﬁgﬁcapprg th rr? a?i oﬁg;ycfgsséecg r(Tj1|a§/C rt(:ect)(rer;qr)ﬁgd ;o Note: For discussion of nonclassical symbolic representations, see the Machine Impossible," Map 2, Box 103). /
a O e S | states generate consciousness?" arguments on Map 6. Allen Newell Herbert Simon "Can connectionist networks exhibit systematicity?" arguments on Map 5. \M uch of this history was first recounted (in the context of artificial intelligence) by Dreyfus (1972). ) /

Can physical Does mental processing -

. Combinatorial explosion of search. When the —_—
S ereation etween araware /—— Postulates of the Physical Symbol Systems Hypothesis ———— more efficiently when . . Pumber ofpat"sin a serch e grows eponentally, T
] motivated by supplementary ! - -
- S A E | ety supione ey rely on heuristic search? taolongobecmedut, fvnimea ey
= and software similar to that * BE st fomone ol i e M —

Adapted from George L akoff (1987). Lakoff's theory draws on the work of awide range of . . ) . )
thinkers, including Mark Johnson, Eleanor Rosch, Ludwig Wittgenstein, and Lotfi Zadeh. From Brooks (1991). "Subsumption architecture machine" (SAM) is our own term.

Does thinking \ — :
require a body? Does the situated action paradigm

94 George Lakoff, 1987

| |
Al models lack the feature of the 1
show that computers can N
evidence that the body isinvolved in L
many processes that are considered to be

pure information processing in classical
Al. These processes include recent

* is a specific kind of system (that is, a set of components functioning through time in some definable knowledge. Butfor invented
manner) that manipulates instances of symbols. computers the opposite is Note: Combinatorial explosion also affectsthe problem

the case: they work less !
= = 2. Symbols can be thought of as elements that are connected and governed by a set of relations called a symbol I e a r n aS efficiently when forced to Pérep{)aentl '.g Cé)xmronsen?eénowllgge." gee 9
b etW e e n h u m an b r' al n S an d m I n d S - ) structure. The physical instances of the elements (or tokens) are manipulated in the system. deal with supplementary ombinatori plosion of Knowledge,” 5ox 9.
= 3. Aninformation process is any process that has symbol structures for at least some of its inputs or outputs. f?
humans do~

knowledge. For example, it
4. Aninformation processing system is a physical symbol system that consists of information processes.

Heuristic search hypothesis: The solutions to problems
are represented as symbol structures. A physical symbol
system exercisesitsintelligence in problem solving by
search—that is, by generating and progressively

modifying symbol structures until it produces a solution
structure (1976, p. 120).

57
The heuristic search assumption. Symbolic datais

searched using various methods of estimation or "heuristics,"
which make the search more efficient.

iseasier for usto learn about
the flow of electricity given :
our knowledge of flowing is supported by
waters, but in acomputer

such knowledge just adds George Lakoff

93
The disembodied mind assumption.
Thinking is an abstract process that does not

5. Symbol structures are classified into

Altogether the seven maps:

* data structures more complexity for it to require the presence of abody. . - ; " is
3 4 Graham Button, Jeff Coulter, John R. E. Lee, and 7 ) discoveries concerning basic-level ’ .
: ) ) o . Notes: g
The biological assumption. Thebrainis the hardware (or Wes Sharrock, 1995 - prosHE: 42 Note. The dectricity :  The notion of embodiment is used by many concepts, kinesthetic image schemmas, and | 2 e The ronresentatanal tadton ie fawed. Class i i ionsi intelli
wetware") on which the software of the mind is run. Thinking Neurons cannot represent rules of ordinary language. Al assumes . . . ) ) _ Humans learn b ) Newell and Simon ; - " the experiential basis of metaphorical y The representational tradition is flawed. Classical symbolic Al placestoo much emphasis on the role of representationsin human intelligence. Actual human
- - is a symbolic process that isimplemented in the neurons of the that rules are ultimately represented in the brain. But neurons don't provide a 6. 'co)\utprl?tgs;atrr?alts va ﬁyg(‘abé’)lesct&gé“ge tt?]ztg?n%’r‘]?tf Eﬁ?ﬁ;%%e Or‘:)'cfrmg‘? ct’r?epr?gr('”d uding inputs and adding symbol ié’ data gg{:}gea'ns ddé%\’t’:]g‘{lgsz) o0 e (i ey s ety ﬁ'ggg?, chg)?rl(t)geon sts. See, for example, concegts ® thinking only becomes symbolic and representational when normal modes of cognition break down. Future work in Al should concern itself with interactive design,
- brain and that can also be implemented in the circuits of a digital symbolic medium in which rules can be inspected and modified, so they are 2 Yy y RIOCESES Rrosese ST I A to a knowledge base. : knowledge about aprobI.em R er)F s « On the notion that the mind is disembodied, Note: Also, see sidebar, "Postulates of tasl<-§peg|f|c projects, and the role of compuiters as machines for thefac_llltailow of communication, rather than \{Ylth representati orl]al symbol systems. .
computer. not appropriate as a medium for the formulation of rules for ordinary language. . . . s is supported by Both machines and people - : he"Isthe brai o Experiential Realism," on this map. Note: Winograd and Flores are influenced by Dreyfus's approach. See sidebar, "Postul ates of Dreideggereanism,” on this map and "The Critique of Artificial Reason,
Note: Al the"Is the brain a computer?' ments on M We don't use neurons like we use rules 7. Memory is the component of an information processing system that stores symbol structures. - . 44 Hubert Dreyfus and Stuart Dreyfus, more efficiently. For example, a search of possible seethe"Isthe brain acomputer?' arguments Box 76
1 c;heé "Isslcc))iyosﬁje icgl ngturi\lisraln vzl(i:(cj)”'par eLrJr'ne?{tgsuonelr\}ls O4 tha}aO Note; Seethe "Do humans use rules as physical symbol systems do?" arguments —~—_— Ieemolbe)éj{?mfjl o etonioa 1986 ¥ ' moves in a chess game could be aided by a set of on Map 1 and the "Can functional states OX /0.
- "Are connectiogrllist networks like human r?eural networkas%' ’ on this map. Also, see sidebar "Postulapteg of O%/i nary Lwanguage".on t%is map. 8. Elementary information processes are transformations that a processor can perform upon symbol structures mg(\avledég ggsmeanon o8 Computers never move beyond heuristics that tell the computer to avoid uselesslines of 60 Z lvshvn. 1974 generate ConsCiousness?” arguments on
argumentson Map 5, and sidebar, "Formal Systems: An Overview," (e.g., comparing and determining equality, deleting, placing in memory, retrieving from memory, etc.). g explicit rules. Inacquiring skills such attack, to maintain center control, and so forth. e Sgg? rﬁ)(sa/l}/ris){?c's Map 6. o5 Jor Heuodland. 1995
I ! be _ n Haugeland, _ _ T .
onMap 7. 9. A processor is acomponent of an information processing system that consists of: ﬂ?&fﬁ%@ﬂg&%ﬁﬂtﬁgﬁ terin aren’t just tfla:] aﬂg error. The mind_b%dy_woﬂd system. Mind, body, and world Postulates of Situated Action is supported by is supported by
ca ﬁﬁ(e‘z fet of elemem‘t’}rly tmtformazﬁor} pmtces(sfs’ R U S advance through a series of stagesinwhich rTe%uaesarnsu (i:l %2/ g?\ t?iglt and communicate vast amounts of information to one another
- - * a short-term memory that stores the input and output symbol structures o € elementary information ormance becomesincreasingl §(|”aj, across "wide-bandwidth" channels—so much so that the)/ — . . .
is , ) processes, and . . . B e At highest levels 53 Hubert Dreyfus, 1972 e - eror. Programscanbe does not areintegrated into asingle system. For example, as a person e e /
L0 7 David Rumelhart, % AW * an interpreter that determines the sequence of elementary information processes to be executed of e)(’pertise the rules are no longer Trial and error is different from essential discrimination. Humansare ableto intuitively structured so that a heuristic require drivesto San Jose, hisor her mind doesn't operate like a ne context of particular concrete /
similar James McClelland, and FARG, 1986 Jz X 20 as afunction of the symbol structuresin short-term memory. i grasp what is essentia or inessential about a problem. Symbol systems lack the capacity for ! method moves the search lassical symbol Vi blemsb P circumstances® (p. viii—ix). o
) ) to Neurons receive thousands of : (YN consulted. Computers, on the other hand, "essential discrimination," and proceed blindly by brute-force trial and error. Adding heuristic Is ever closer to a problem oo ats_yrg ti syster;, sgt_w ngapt)rf') o %codr\r:vng;ﬂlcatl o 2. "All activity, even the most analytic, is
? i ici : ! ) : C . ! ' SIOSS comparatively tiny instructions at " narrow-bandwi S
times more input than logic gates. g & NS COS //4.:)\\%" 10. The external environment of the system consists of “readable" stimuli. Reading consists of creating internal ﬁg\t,':%g éﬂg ltjﬁee'%fg(ﬂg;g ;Itjé(elsbalrg grar?ﬁ; rulesto the system isonly astopgap measure. Humans recognize what is necessary automatically, disputed sol ution withoutt the need for transpducers )I/n a)t/rip to San Jose, the brain, the fingers, and fundamentally concrete and embodied” (p. .:H'F ituated acti di Thi ht o N
Neurons are connected to 1,000-100,000 ) NI 254 symbol structures in memory that designate external stimuli. Writing isthe operation of emitting the of experfise by zeroing in on the essential nature of aproblem. . by redundant backtracking. the road are in constant wide-bandwidth "collaboration,” u. : Ay -?- s_|a|u_a g”- acton parr]a - |gmh _|saperéroa8 ° 125 Martin Heidegger, 1927 :
other neurons. Logic gates are connected NS 7N responses to the external environment that are commanded by the internal symbol structures. perfise. Note: Dreyfus deriveshis notion of essential discrimination from the work of Gestalt psychologist Such programs approximate acting as asingle, integrated system 7 < 12V IEREE L ERIEE e L) artificlal intelligence emphasizes the s tuated an Representations are not involved in o
to only ahandful of other logic gates. ~ < Max Wertheimer. human "zeroing in." Zenon Pylyshyn ot 9 gle, intey system. situated action” (p. viii). embodied character of cognition, and therole of concernful activity. Inongoing concernful activity no
The difference indicates that the brain IS N Adapted from Newell and Simon (1972, chap. 2) Otés. - » N 4. Noactionisever "fully anticipated” by plans affordancesin the acquisition of perceptual information representations are necessary. A carpenter hammers nails
. . : IR — ’ >k * Haugeland supports his view by citing Dreyfus (see "The because the " circumstances of our actions and the control of behavior. without having any explicit representation of the hammer. Itisonly in
e=——= does not use the kind of logical circuitry = Q\! S _ _ . Body |s Essential to Human Intelligence," Box 96), Gibson tinuously charai dus' f "breakdown” that the h from the back d of
e is found in digital computers. Proponents include Jerry Fodor, Allen Newell, Herbert Simon, John McCarthy, Zenon Pylyshyn, early Marvin “Afford f th i " ... are continuously changing around us” (p. cases or “oreakcown € hammer emerges from the background o
is supported by disputed / Minsky, Doug Lenat, Exward Feigenbaum, and Pat Hayes. ﬁie A do{% anckes ae Fﬁr&‘,,%ot ﬁE”V'r?réLnl)e‘”t' Box iX). equipment and is represented as an object with properties. For example,
by ' ' ' A )h téer(]:t roo st(ﬁee sidevar, "Postulates o sumption 5. All "our actions, while systematic, are never is slipported by if the hammer slips from the carpenter's grasp it might then be seen asan
- -— . . H;ﬁngangfgsoogrgJessmmh some help from Brooks, that planned in the strong sense” (p. ix). T object with the property of being too light, too slippery, and so forth. But
General Structure of an Information Processing System the mind-body-world system does not use classica 6. All.or most of lifeis"primarily adhoc |, is supported by prior 1o the breakdown, the carpenter hatl no repressntation of the harmmer.
g . activity (p. ix). Note: See"Computers Never Move Beyond Explicit Rules," Box 44,
8 Jack Copeland, 1993 45 Joseph Rychlak, 1991 representations. Therefore, Haugeland's argument al'so which clarifies the role representations play in the devel opment of skill.
Neurons are diversely structured. Computer logic gates consist Learning is process of interpretation. MostAl theorists disputes the representationalist assumption. (rom Suchman (1987). Y.
p e r I I l a p Eleurons operate like logic ﬁiaﬂ?/”;ﬁ'?e?znﬂnk?nig%f r?eLur((:)trl:;e' Thebrain, by contrast, consistsof |—>nformat|on Receptors - Memory ?”%d‘%#%lﬁg%?gée%%ﬁnag%ae%%%w Vf’gbﬁr"?’?‘?gﬁlgg” U d Territ Novice ) 96 Hubert Dreyfus, 1972 124 Lucille Suchman, 1987
gates. ' Processor concepts are learned. For example, we learn how to spell by nmapped lerritory a C e S S aS l | I I l a n S O The body is essséntial Situated action can explain the use of plans without representations. Plansare enacted
. . The neurons of the brain are i - repestedly seeing how words are spelled and which letters are ™ to human _ in the course of practical activities, and are best explained by ethnomethodology, which doesn't
similar to the logic gates of a - contiguous to each other. But such amodel does not pay Other . i 111 Humberto Maturana, 1970, as articulated by presuppose the existence of representationsin its explanations of social practices. According to
— I S S l I e a r e aS I n e m a S digital computer. Their al-or- éCtl_On upo nt sufficient attention to the role of meaning in learning. Learning ta%r?aCheS IDPOte '9.%?1%‘?'a body is Terry Winograd and Fernando Flores, 1986 ethnomethodol ogy:
none firing potential gives nvironmen ) occurswhen amind that reasons dialectically and predicationally 0 Al learning : SSess Biological action is situated. Cognition and «  Practices sometimes may be explained merely by materials in the local environment of the
them a discrete character and N Redrawn from Newell and Simon (1976). interprets what it perceives in terms of the meaning of what 6DZe eJor;]neitrr ?sntql ?nsdelélrr::drller{ ga[)d:ghlggg d to achieve essential to human language need to be interpreted biologically. Thenotion culture. & P yy
. . fihloz\v?\ltgem 1o beoolgmgned in(tjo \_ ) it {:verceeit ves Becase computers C(ijon;t |Work_ with meanin%?, expg,t performance. Desp Tholght (the precursor to 65 Hubert Dreyfus, 1972 ;;“ggﬂig%npgt;g" of éeﬁ-mf-e”m onbiesii réadeq%efor thistesk Cognti on » A differencein practices does not necessarily mean adifferencein plan or internal representation.
other logic getes that ndere Pyramidal cell Purkinje cell ___Retinal bipolar cell for them, e NG ereaning ISTmpossie Deep Blue) plays chess t the grandmaster |evel by Humans see the chess board as a Gestalt interaction. Understand- 98 Zenon Pylyshyn, 1974 AN’ DLiwesn an orgerism sl s aironmerte " The siructure of systems of pracfice are not essentially ordered by ndes of gorms thet can be
— digital computation. Note: Rychlak's further arguments about artificial intelligence considering more moves than any previous system. Its whole. Humans see achess board as an ing what achair is, for The body is not essential to niche. .
can be found in the "Can physical symbol systems think — success demonstrates the effectiveness of deep heuristic organized paitern or Gestalt. Any moveis part example, presupposes intelligence. Thebody isimportant eth - no * meth * od * ol - o * gy: An approach to social science,
h N 1 dialectically?" arguments on this map SRR search, and shows that Al isnot, as Dreyfusthinksit is, of the unfolding Gestalt pattern. Past experiences knowledge of how the to the development or genesis of deriving from Garfinkel (1957), that focuses on everyday cultural
TTT 9 John von Neumann, 1958, 10 Zenon Pylyshyn, 1974 ’ ' is supported by is supported by adegenerating research program. In fact, given the and the history of the current gamework together body sits, bends, fatigues, — Hubert Dreyfus intelligence (as Jean Piaget has practices and activities in the social world. Ethnomethodology
is supported by asarticulated by Hubert Dreyfus, 1972 Analogue systems cannot represent general concepts. Anaogue devicesonly capture particular success of Al, it may be Dreyfus's criticismsthat are to build up an integrated awareness of "lines of shown), but not to its ultimate form. LI, provides useful models for how plans are enacted and designed
The brain is an analogue device. Even sensory patterns. They cannot (by themselves) be used to recognize and process universal concepts. For degenerating. force, theloci of strength and weaknesses, as By the time a human reaches is supported by
if neuron firings are all-or-none, the message example, an analogue retinal image of a chair is not by itself adequate to represent the universal concept well as specific positions” (p. 105). Inthisway, AIRIRAL adulthood, the body is no longer
pulses that carry neural information are ! of achair. Theretinal image must be recognized as a'typical chair pattern and must be associated with a chess masters zero in on unprotected pieces and is supported by essential. |f the body were essential 119 Alonso Veraand Herbert Simon. 1993a
anallt_)gue. fThey |nv§I)v$]c%mplex graed %nd verbal label by some sort of discrete digital mechanism. . . . L promising areas for attack or defense. tointelligence, Dreyfuswould have The mechanisms described by situated action are symbol systems. All of the mechanisms
non w;lear acéors. the brain seems to be Note: Pylyshyn allows that some anal ogue computation may be important in practice, and he thinksit is Note: Also, see the "Can computers recognize to claim that an aduit quadriplegic is suggested by the situated action program can be interpreted as physical symbol systems. The claims of
an analogue device. N likely that practical Al systemswill use hybrid analogue—digital mechanisms. Heisarguing against the Gestalts?' arguments on Map 5. unintelligent. Becauseit is possible situated action have been achieved in existing symbolic models '
Note: on Neumann subjects the relationship claim that all mental computation is analogue. to model adult intelligence without .
6 Warren McCulloch and be;ween brgl rr: anld cqrr};éléger to exttﬁnsvt? ect simulating its development, it is '
Walter Pitts, 1943 analyss, and Nis ClassI C fectures on the subj - possible to put intelligencein a 112 J.Y. Lettvin. Humberto Maturan s
" e The logical calculus of neural are still relevant today. John von Neumann 61 97 Maurice Merleau-Ponty. 1962 computer without a body. - Y ) 2, disputed
~STITITTT: tivity. Because of their all-or- 11 Zenon Pylyshyn, 1974 o o ) ] ] Computers play e bad nty, h : Warren McCulloch, and Walter Pitts, 1959 by
u issupported by || @clivily. e Purely analogue machines lack the flexibility of digital machines. A purely anaogue device 48 Alan Turing, 1950 expert-level chess e body is a synergic system. Frog retinas provide information
none threshold, the activity of p ; ; ;
one (k))e' eI Y é’o ived is cannot make contingent if-then branches. That is, analogue devices cannot do "one thing under one set Being regulated by natural laws implies using heuristic All parts of the body are interrelated in without processing representations.
u _nettJronscaPI poar‘lnpet 331’. ml‘l’h — 13 David Rumdhart. James McClelland disouted of circumstances and acompletely different thing under adiscretely different set of circumstances’ (p. 68). being a rule-governed machine. Therules search. Chess 63 Hubert Dreyfus, 1996 a"synergic system.” Hands, feet, arms, 99 Doug Lenat, 1992 Instead of sending a detailed representation of
Rtk i ARG, 1932, es Mctielland, * For that reason, purely analogue machines inherently lack the flexibility of universal digital machines. This objection confuses rules of conduct with laws of programs play expert- DLt fores Sobteh te not how humans blay chess. | never predicted and so forth are not juxtaposed ina asarticulated by the environment to its brain, the frog retina
Iing of aneuronislike the assertion and FARG, o is supborted b Y limitation can be overcome by adding a discrete threshold element, but that still does not make an analogue behavior. Itistruethat we cannot formulate a level chess using ! OO pay - | NEVEr D is supported b coordinate space, but are enveloped in Hubert Drevfus, 1992 only sends that information that is most — —
of aproposition, and relations Processing in the brain is distributed. ~Upp Y devi it failure for brute-force techniques in chess playing. All I argue s that brute- Pp Y afrontier of interrelations: sights can be ubert DreyTus, - 120 Phillip E. Agre, 1993 22 William Cl 993
) & ) =1 i h levice the best way to represent cognitive processes. . complete set of rules of conduct for human advanced search ; L : - ¢] Madel relevant to the frog's needs. p E.Agre, ) ) 122 William Clancey, 1
— — between neural firings are like Processing in the brain is not mediated by performance. But human behavior is still governed techniques and force techniques such as heuristic search are not psychologically redistic. heard, sounds can be seen, and motor ahe e|nebre§sons The symbol systems approach is a worldview, not Manipulation of symbols doesn't
logical relations between some central control. Neural processing'is by natural laws. And because these laws of behavior heuristics. Strom and Darden blur the distinction between Al as aform of psychology ahilities can pass from one limb Vl\\;llédelo ut a body. atheory. What is central to the symbol systems approach encompass all of human thought. Every
propositions, distributed—in other words, many regions 47 Anticipated by can, in principle, be given amechanical description and Al as any sort of technique that uses symbolic representation. to another. p Sg'egebag"l".“e”t Sack isaset of metaphors, such as"inside" and “outside.” These| | interaction with the environment is an instance of
. . contribute to the performance of any particular That's the 15 Nick Chater and Mike Oaksford, 1990 Alan Turing, 1950 itis also possible to build amachine o fit this uls?acduawheéllch;'\;erwas S/ e girl metaphors constitute aworldview rather than atheory, learning. We do not experience the world in terms
task. wrong kind of | Spatial distribution is inadequate. Impossible to write description. Thus, humans are akind of machine blind. and was unableto | ran down becatse they provide aframework for explaining the facts of preestablished categories; we create categories
distribution. Fodor and Pylyshyn claim that symbolic every I,‘UIe' Itisimpossible governed by rules. read Brajlle In effect. she\ the street. but don't provi de ex_pl anations themselves. ThISWOﬂ d\/]EW aswe go aong through a dialectical process of
12 . ) : - representations can be physically to provide rules for every - o can't explain interactional entitiesthat don't, strictly speaking, coadaptation between cognitive and perceptual
The brain has a von Neumann architecture. The Hearing 16 David Rumelhart, James McClelland, and FARG, 1986 L ; : eventuality that a computer lacked a body. Yet she still belong to the external world or to the internal mind. i
! h : o AT ) distributed in memory. But that kind of y P! 64 Hubert Dreyfus, 1972 ol T g systems. Thus, representations do not have aformal
following features of the von Neumann architecture also , Graceful degradation. Because processing in the brain is distributed, its i It ; : miaht face. —— ot L . . managed to acquire is supported by ; k ol
) Hile- ; ] p : ] distribution does not afford the right kind g . T Heuristic search is inconsistent with human phenomenology. Kknowled structure independent of their application.
L] ] characterize processing in the brain. =) ) performance diminishesin proportion to the degree of neulr_onal damage or noisy of damage tolerance. Representations laws of be - hav - ior: "Laws of nature as i supported by Human experts play chess by "zeroing in" on relevant moves in fringe ;‘:ommbonsken'fﬁat nowl 6%13
¢ Processing is sequential. " Seelng input. The performance of the brain "gracefully degrades” in problematic must be internally distributed in a | § . duct: "Pr h a5 'Stop if applied to man's body, such as'If you pinch him consciousness, rather than by iterating though alist of possibilities. trorr]n 0,3 stha were r is /
»  Symbol strings are stored and accessed at specific memory circumstances. In von Neumann machines, by contrast, asingle disruption or glitch . A h rules of con - duct: "Precepts, such as'Stop i hewill squeak™ (Turing, 1950, p. 452). - e : 4 ¢ > . S=TINNG o her. Her experience ) is
addresses / ' will generally have catastrophic consequences for the system as awhole connectionist activation pattern rather you see red lights,' on which one can act, and of Note: Dreyfus uses similar considerations to dispute machine translation, is stpported b shows that having abody is disputed disputed
resses. o . is ' g y P Seq 4 : than merely spatially distributed in hich be bonsaious” (Turina. 1950, . 452 natural language understanding, and pattern recognition, which also reguire pportec.2y not essential 1o hurman b »
* Thereisacentral processing unit that controls processing. disputed l memory. which one can be conscious” (Turing, \ p. 452). fringe consciousness and zeroing in. . v o
- - - - ‘l‘\lote: For more on the assumption of acentrel control, see by is Note: For more on connectionist reasoning.
7gearle Assumes a Central Locus of Control," Map 4, Box Thinking dis;t))uted representations, see the "Can connectionist What do
- I e n I O r I I n a. a. r u | I l e n S | y dispred nNiap 5 e amens 49 Hubert Dreyfus, 1972 | need implemented Model
'5';;‘ T Humans behave in an orderly manner without recourse to rules. rulesfor?, 67 Feng-hsiung Hsu, Thomas Anantharaman, Murray Campbell, and Andreas Nowatzyk, 1990; i i 123 Alonso Veraand Herbert Simon,
is supported by Human activity may be described by rules, but these rules are not necessarily IBM, 1998 1]];? James GIbSOI’}, 1977, 197f9 N . ff el . 121 Alonso Veraand Herbert Simon, 1993¢
. ] followed in producing the activity. For example, if | wave my hand in the air, o° Deep Blue. A chess-playing computer that beat world champion Andrei Kasparov in 2 out 66 William James, 1890, as articulated by Hubert Dreyfus, 1972 Affordances are features of the environment. Affordancesaredirectly perceived 1993b Clancey's account of symbols is too
| . . touch something accidentally, and move my hand back to that spot, | am of 6 games at amatch in 1996, Deep Blueisan IBM parallel computer running 256 chess Humans zero in on information in fringe consciousness. higher-order properties of things in the environment. For example, water affords That the symbol systems approach limited. Clancey errsin his criticism of
— Central Processing Unit 14 Jerry Fodor and Zenon Pylyshyn, 1988 . m performing a complex series of movements which can be described geometrically, processors, which allow it to consider 50100 billion moves in the 3 minutes allotted to a player. The fringes of consciousness provide marginal awareness of S’¥' mming and floating; h|||]§fafford climbing; plains afford walking and runni ngh' foods is a worldview is not crucial. Wedo the symbol system hypothesisand in his
Symbol structures can be distributed. A classical but the only principle | follow is, "Do that again." Similarly, the planets are In addition to deep search of possible moves, Deep Blue consults a database of opening "background" information. For example, the experience of the afford eati ngéland SO O”H Affordances a{jent rlep‘r‘ese?(tatl ons useg asguides. T eyselare present the symbol systems approach asa claims for situated action.
symbol prr]ocr Chi?‘”. be physi cIaI ly distributed in memory, ) '/ not solving differential equations as they revolve around the sun, even if their games and endgames played by chess masters over the last 100 years. Deep Blue's successis front of ahouseisfringed by an awareness of the back of the house. 100 Hubert Drevus. 1992 environmental factors that an organism directly "picks up” in order to maintain itself. worldview. But our criticisms of situated « Thesymbol systems hypothesis does not
. - and can thereby exhibit graceful degradation. So distributed movements can be described by differential equations. based on engineering rather than on emulation. Even if doesn't think like a human, it is In chess, "cues from all over the board, while remaining on the : EYIUS, - L - o ien , action are specific. We address several limit itself to linguistic'symbols: anything
Processmg Control sys[ems||keconnect|on|5t networksdontha\/eany pr|nc|p|ed . Py . " . ; . . Madeleine has bodily and imaginative skills. Although Madeleineisblind and uses a climb-on-able rincipal theses propounded by the Situated . "
dvantace over phvsical svmbol svstems relevant to business applications that require rapid management of large amounts of data. Deep fringes of consciousness, draw attention to certain sectorsby wheelchair, she has a body with an inside and an outside and can be moved around in the world. © p i np ool propol y isasymbol that is both patterned and
W I e O V e r y e a r S ag pny Sy Sy - Blue is the descendant of earlier work by graduate students at Carnegie Mellon University. mal)(ln(gpth:?&?ppear promising, dangerous, or ssimply worth looking She can a0 communicate with others and imagine how they encounter the world. The claim that . Unmapped Territory action school. . ggnn%gg%e%mm e cretionf reu
) 50 Hubert Dreyfus, Unmapped Territory Note: In applying James's theory of the fringe to chess, Dreyfus Madeleine acquired common sense solely from books ignores these bodily and imaginative factors. Additional categories are too radical and are not
- 17 Keith Butler, 1993a _ o 46 _ 1972 is drawing on the work of Michael Polanyi (1962). Gibson Al supported by the research. Some
18 David Rumelhart, James McClelland Classical machines implemented in connectionist The rule-following Programmed ) ) Additional relatively constant categories are
and FARG, 1986 ' 19 Jerry Fodor and networks can gracefully degrade. If aclassical symbol assumption. Humans, like behavior is either | Themachine must treat the "ll'h(_e machlwe must take a chess and other i arguments necessary and their existence has been
- The brain processes information in J Zenon Pylyshyn, 1988 *’ system were implemented in a connectionist network, then machines, behave intelligently by strictly rule-like | New usageof languageasa | "blind stab" at interpretation game-playing disputed demonstrated in animals.
parallel. Von Neumann machines process s Symbol processing can take \ the symbol structures could have the kind of internal following rules, which can, in or arbitrary. In | cesethat fallsunder existing | and then updateitsrule base, arguments by « The situated action paradigm is
inf i iall bi i disputed place in parallel. Itispossibleto distribution that Chater and Oaksford require. In such acase, principle, be spelled out as explicit fronti rules, 102 Hubert Dreyfus, 1996 i
information sequentidly, onebit at atime. [ ! | D A - ! confronting a new . ) Collins's understanding of untestable, whereas there is much
= L L L The brain receives and manipul ates by implement aclassical systemina the symbol system could exhibit graceful degradation. if-then statements. usage of language . . in which case = > g ¢ i i i
1 i i arallel architecture—for example, b e I:] —" o) Notes: ~age Juage, in which case Madeleine is science fiction. experimental evidence in support of the
g;ai;/ifnaenﬁunga?lfénformanon at the gxecuti g multiple symbolic prgcéssé e « Als, see the "Do connectionist g:laé?]lrr;? facea the machine is behaving In Madeleinewas nothing likean symbol systems hypothesis.
1P ' at the sametime. So parallel processing - G networks follow rules?” rules covering al casesmust | an arbitrary, and hence immobile box. In crawling, kicking,
systems like connectionist networks, don't arguments on Map 5. be built in beforehand (see nonhuman, fashion. ) balancing, overcoming obstacles,
n m have any principled advantage over 20 Herbert Simon, 1995 o Because heuristic searches are "The Infinite Regress of 101 Harry Collins, 1996 finding optimal distancesfor listening,
classical symbol systems. Thought is serial despite being implemented in a sometimes described in terms of Rules," Box 51). If Madeleine can learn common and so forth, the baby Madeleine had L e en d
- 21 George Hinton, James McClelland, and David Rumelhart, TS parallel architecture. At the symbolic level, human "heurigtic rules," the"Does mental - sense, then so can a computer. enough of abody structure to alow g
1986 is supported by thinking isa seria process, despite the parallelism of its processing rely on heuristic If someone with as nonstandard a body her to be socialized into our human
The brain accesses information by content rather neural implementation. For example, to multiply 5 by 12 search?' arguments on this map - as Madeleine can acquire world. ) ] ]
than by memory address. Humans rapidly access requires taking several serial steps, inwhich 5ismultiplied are relevant to this region. In Either Case 73 ) ) commonsense social knowledge, then The arguments on these maps are organized by links that carry arange of meanings:
= = = memories by way of their contents. For example, memories by 2, then by 10, and then the results are added together. Al programs a&e tl’”t“%- dBecause S mbﬁ“CA' acomputer with its own nonstandard
about the president are accessed by information about the The machineis not like ahuman. A native speaker, by g(rjogﬁrlnséjlsetn g'h o esan _aastructturesat e%)_cannot body—afixed metal box—could also 115 Alonso Veraand - "
president (his or her name, face, etc.), not by way of an explicit contrast, is embedded in a context of human life, which Gapt Tluidly to changing environments and ambiguous acquire commonsense knowledge. If is Herbert Simon. 1993a 118 Jerry Fodor and Zenon Pylyshyn _ Arguments that uphold or defend another claim. Examplesinclude:
address. Connectionist networks and the brain have "content- If allows him or her to make sense of utterances in anon-rule- is suonortec circumstances. Symbol structures are brittle —they we can figure out what process disputed i ! ysn i id furth i hough i
addressable’ memories of this type like vet nonarbitrary w is supported by break apart under the pressure of anovel or ambiguous Madeleine went through to become a Sg Affordances are just 1981 o is supported by suppor_u ng evidence, U!’t er ar gumentatl on, thougnt experiments,
- ' 24 Nick Chater and Then y yway. / Situation. socialized human, then we might apply Y symbolic Affordances are trivial. Affordances extensions or qualifications, and implemented models.
23 Jerry Fodor and Zenon Pylyshyn, 1988 ike Oaksford is Note: Versions of this claim are widely discussed in representations. are just another name for whatever it isin e
The 100 d d h Mike Oaksford, 1990 ' y that process to a computer as well. p ) : |
| el -step CO?S”?'”t IIIS N |r%cote atthe The 100-step constraint disputed the literature and on these maps. For example, Note: Eor more on Collins's views Affordances are nothing but the environment that makes an organism
22 Jerome Feldman, 1985 |dmp ementa_tlorr: et\al el. Af t ehl -stetr; (I:_onsrt]ral ”th is relevant to the cognitive by brittleness s discussed by Hofstadter (see " The Front- about socialization, see the "Can internal representations respond asit does. But such anotion can't _ _ _
The 100-step constraint. Algorithms ar%?‘;:‘jg?ng Sttaronty jact that oo fﬁe;‘;?egﬂrgcm level. Itisnot true that the End Assumption is Dubious,” Map 1, Box 74), Brooks computers reason scientifically?' whose symbolic charecter is provide asubstantial explanation of _ A charge made against another claim. Examples include:
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- constraint imposed by the ; h : " o implementation detail. An ry Pylyshyn, on this map), Dreyfus (see sidebar, "Postulates of I g arto J : I I p
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[limits] the class of cognitivel i i ici within the classicist camp that shows must be specified in order to A | Y : iahthi i i 5 John Y, 19 i A distinctive reconfiguration of an earlier claim.
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ta??errn%\{m egsoal sor ;g,lq %c;r on ttﬁgy mesxi é\ghog otgee‘r 31 John Locke, 1690 activities that place them in a meaningful relation to the world. p?égjpﬁ)%oru?ép?ence practical purposes of human conduct, and as such they must p asubgoal into asingle condition-action rule, or "production.” || significant. If the different organizations are translated into a universal conceptual John McCarthy T e ty Shewanted it," comes from Doug Lenat (quoted in
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