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% Poll. Hence, the question "can machines think?' controls we would never know whether observed og confestants. p : ) Human judges are unreliable. Eventhough
- : i ili es Moor ; > AE ;
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of histest takes the form of ' W1l X please tell by as ahuman foot stepping on an interrogator's toe. ‘ ‘ that can be aggregated to form more generally ’ ' iss supported by W%at we cal intelligence i
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- - man? Or what? : Studied solely in terms of representations and and B are autonomous if B: Syntax Chinese. N\ ) / y \/ informati_on processing is
computations, without recourse to the brain, the the phenomena of A can — Note: Also, see Map 4. John Searle 4l How are you?  Hi what's at issue. In
body, or the world. But thereis good reason to be accounted for without Everythlrjg in A can N _— partlcul ar, it lacks t_he
think the autonomy claim isfalse, and that in recourstegljlfhe ot bef explamtedE\;/vnhgut Hello richness og processing o
studying the mind we should also study its total Celss LI LIS e reférence to 5 an 56 Josenh Rvchlak. 1991 capacity that is associat
u u ™ n . B. vice versa. seph Ry Y . with intelligence.
embodied context. The reverse Turing test. Humanstend to treat machines as -
I l fellow humans, making quick and unwarranted ascriptions of
e a- e r e a I S e aS I S e e .?_?1 Josepr:l Rychlak, 1391 biecti intelligence. We say that computers "want to do" things or "will
I e anthropomorphizing objection. not allow" certain alternatives. Thistendency could be tested for ; —
- - - - s supported by Our natural tendency to anthropomorphize using a"reverse Turing Test." Instead of testing to seeif amachine Is
% machines should caution us against calling can trick ahuman into thinking it isintelligent, we test to seeiif a dispuited
- ] [ ] them intelligent. We are easily fooled is sunnorted b machine can avoid being treated as intelligent. We ask: "Can a by ™ n n n
into thinking that a machine that engages kD Y machine interacting with a human being avoid being
I I - - O in conversation can think (see"The ELIZA % anthropomorphized?" (p. 60) .
. - 15 Stuart ‘Shleber: 199%a _ 17 Stuart Sh|ebq, 1994a - _ Effect,” Map 1, Box 106). But, passing Note: Also, see "The ELIZA Effect," Map 1, Box 106. 102 Ned Block, 1981
T Loebner's version of the Turing The Kremer Prize. In 1959, British engineer the Turing test isn't enough to establish L 101 Anticipated by Ned Block The machine would be
- is supported by test lacks a clear goal. By restricting con_verwti onto limited Henry Kremer established a prize for thefirst . intelligent thought. Introspection is also 1981 ' intelligent. Admitting that the
% 13 topics and using referees to ensure that no unfair questions are asked, ——) human-powered flight over a half-mile necessary, and the Turing test doesn't 58 Daniel Dennett, 1985 What if we are like the all- all-possible-conversations
The Loebner version of the Turing the "open-ended, free-wheeling" nature of real human conversation || is supported by figure-eight course. The Kremer Prize was reveal it. Joseph Rychlak The quick probe assumption. ! possible-conversations machine would be intelligent if
- test. This : islost. Asaresult, contestants win by exploiting crafty tricks rather % successful (it was awarded in 1977) for 2 . S Passing the Turing test implies y Iited machine? Suppose humans is it werelike usis compatible with
version of the Turing test adds several s 1S than by simulating intelligence; hence, the goal of understanding reasons. (1) It had aclear goal: to provide is supported by indefinitely many other abilities, 88 Anticipated by Ned Block, 1981 9?] Neﬂ Block, 3;381 . o ’ b By process information in the same disputed claiming that it is not in fact
W I e O V e r e ar S meastres to make it practical ISE;J'I human intefligence s lost. Incentive o advance the field of ; - % for example the ability to Fail N Pass The neo—Turing test conception of 89 Ned Block, 1981 -tl)-ui(let ?o ;)]ossel in;%‘;%}’:éig\t/g:;iggic slgai-:hﬁ m:fja:tr;f);:;)eu € way that the all-possible- by intelligent. It'slike asking an
« Test questions are restricted to human-powered flight. (2) The task was just is u_nderstand Jokes,_v_vrlte poetry, _ intelligence. The neo-Turing test conception Psychologism: Internal containin g:ﬁ ossible lines of con er%t%n in af'n'gteT fina test conversations machine does. atheist what he would say if he
predetermined topics (see " Restricted beyond the reach of current technology: all the disputed discussworld palitics, etc. Itisa of intelligence is a beefed-up version of differences matter. Psychologism is Th : r? P 1db ! illicent v dl' It thl : ;’ Ing et Would that mean humans are turned out to be God. He might
= 12 Turing Tests," Box 14). ) — essentials of human-powered flight were by "quick probe" of general behaviorism that avoids classical problems the doctrine that whether or not behavior b ebmac |ne¥v?1u e ntetiigen a(_:ctf)r ing to the _neol— lf” ng test, unintelligent? admit that if he turned out to be
The Loebner Prize. A « Referees watch to make sure judges #?] Sttlar t bShlebg,_199_4a far b d is supported by avallable in 1959, they just had to be creatively s intelligence. associated with behaviorism aswell as problems isintelligent depends on the nature of ut t(;cl_auseto Itt ewgy it p;oc%ts;]%_lntglrmanon, :(t.'ts cearly God, God would exist, but deny
— y stick to the topics and ask fair e Loebner Prize Is too far beyon combined. disputed associated with the Turing test. It does not rely the information processing that produces un|n. Igent. 1t merely €cnoes thenteliigence ot 1S programmers. that God in fact exists.
$100,000 award, funded by ' : o _— the reach of current technology. % by . ; P : : . Note: Block simply calls this the "unintelligent machine.
philanthropist Hugh L oebner, is guestionswithout "trickery or guile. Because full-scale simulated conversation is beyond the reach of Computer, on human judges (it merely requires ey l:_)le It. If 2 systems t_>ehave " e)(e_\ctly the i
. . . . offered for the first software to — + Prizesare awarded using anovel _ current technology, contestants in the L oebner competition are 59 James Moor. 1976, 1967 writeme a sequence of verbal responsesto verbal stimuli®) same way, one might be intelligent while
i i is supportt - ) a0 : : : ; | R . . g
passthe Turing test in an annual is supported by scoring method . Judges rank the d IS » forced to exoloit tI’I’Ckef towin theannual prize. The Al community 18 Stuart Shieber. 19942 : | lead and th_e_tst avmds_problems_ass_ouated W|_th _the other is stupid, because of differences ——
contest started in 1990, Whether contestants relative to one another, sput p YU nual prize. The Al co I EDET, o . . Narrowness objections play a misleading dispositional analysisby substituting "capecities’ s in the way each system processes i supported by That machine isn't
] rather than just passing or failing by should not focus on winning Loebner's "parlor game" version of the The da Vinci Prize. Animaginary prizeis set 57 s numbers game. It is misleading to characterize for dispositions. disputed information. Behavior by itsalf isnt That mechine
asystem has p the testis them Turing test, but should engage in basic research that will up in 1442 (daVinci's era) for the highest The test is too narrow. TheTuring test is limited in scope. disputed the Turing test as just one test, because the test can Note: Block sets up this position in order to by enough; internal differences matter intdligenée comes 103 Anticipated by Ned Block, 1981
determined in a competition PHOTO # 31 The High&t scoring computer in incrementally lead the way toward artificialy intelligent behavior. human-powered flight. We imagine that, like Implemented Model It narrowly focuses on one ability—the ability to engage in ' by be used to conduct many different kinds of tests. The attack it. so that hegan g]gw that even a beefed o ' \/ \/ from t%e Combinatorial explosion makes the
n L] where computers face off with Refer to photocopy for each contest is the yearly winner the Loebner Prize, ayearly competition was held ) human conversation—and is therefore inadequate as a test of interrogator can test for the ability to tell jokes, speak up version of behaviorism will fall prey to Great! Lousy programmers who all-possible-conversations machine _}_?14 Nﬁd BIocI_(k,) I1981
humansin aspecia versonof  |5recise cropping and if a computer's score is equal to and a prize was offered each year. At thetime 33 34 Joseph Weizenbaum, 1976 _ general intelligence. aforeign language, discuss urban renewal, or for any psychologism. AW codedinal the impossible. Programming the machine to engage e all-possible-
- th.eTUI'I ng test. Even if entrants  |instructions. or greater than the average score of the prize was ingtituted, the requisite technology The Turing ELIZA. ert_ten circa 1965, ELIZA Qmulatesangerlan Supported by of awide range of activities. How are you? Hi conversations. in an hour-long Turing test isimpossible, because it co nvgrsa}tlons_
fail to pass the Turing test and Hugh Loebner ahuman contestant, then it passes for human flight (in particular, the airfoil) was test has psychotherapist by exploiting afew simple strategies. "One Example Cannot Explain Thinking," Box 8. Intelligence (or, more accurately, would give riseto a"combinatorial explosion.” The machine is logically
win the $100,000 prize, an this version of the Turing test and T, beyond the reach of current technology. Asa been Although written in just 200 lines of BASIC code, ELIZA conversational intelligence) is Hello / programmer would have to code more strings than possible. Theall-

u n L annual award is offered for the wins the $100,000 prize is supported by result, competitors won by attaching springs to passed. managed to fgol many pe_oplg, |nc| udm_g pro_f onal 60 James Moor. 1987 the capacity to produce a s there are particles in the universe. _ possi ble-g:onve_rsaﬂons
program that makes the best ' : their shoes and jumping. Twenty-five years Exigting Al DR psychotherapists, into believing it was intelligent. (See | o e WL is sufficient f sensible sequence of verbal disputed ) 1S machineislogically
showing. later no basic developments in human-powered orograms have is supported by "The ELIZA Effect,” Map 1, Box 106.) 61 Jerry Fodor, 1968 s Linguistic evidence is sufficient for good responsesto asequence of verbal by What's disputed possible even if the

. , ; e . ' ) disputed inductive inference. By considering only linguistic stimuli whatever they may be by machineis empiricall
%’ T ) €y may How are p! y
is Copora by flight had been achieved, but the trickery of passed the 2 N iss supported by The Turing test only provides by behavior, we can make an inductive inference that a (p. 18). Swell. = impossible. Because
- “ spring-assisted flight had been highly optimized. Turing test for & Patient: Vell, ny P?”I'If‘“ ewder::;;of the Tui system can think. Of course, we may revise this Ned Block \Qj' the neo-Turing test
\" intelligence. ggryrfe rn gpg made ne 't’jﬂe dégggteéuamtg micgéf”ﬁ inference as further evidence comes to light, but that Programmers o g ) & i20. makes a claim about
N S mulation of human behavior does not mean that all such evidence must be gathered etty good. -~ /== - the concept of
: ’ . S before ajustified inference can be made. Otherwise, ) intelligence, it isrefuted
boyfriend made you Any given Turing test provides — : . Fine—— genes,
G cone here. only afinite sampleof atest taker's o e”;'S‘.SW?”'d oy gather enough evidence for any 91 Robert Richardson, st by the logical
: SnnL, ; . ) - ypothesis' (p. 1128). 1982 . . o ow'si bili .
14 _ _ _ _ s is supported by Fa:nl ggtpr e?gecsja%lsjch behavioral repertoire. Therefore, Supported by Al The neo—Turing test | Intemal states are allowedl as part | Internal states are not allowed to be - hav - ior - al dis * po - si - tion: A going? pozgllgtgo?](/;rh;?illms
Restricted Turing tests. A kind of Turing test that restricts d'SgUted of the tine. passing the Turing test only "The Inductive Interpretation,” Box 108, James Moor disputed fails to improve on | of the definition of intelligence play arolein the definition of specification of input-output correlations that can pmoachine
] conversation to one topic, such as"women's clothes” or =~ Y ELIZA: | amsorry provides partial, inductive by behaviorism. through the notion of acapacity, | intelligence, be used to define mental terms. Here is an example Not bad. '
automotives.” Because restricted Turing tests are much easier to to hear that you evidence of intelligence. Block'sneo-Turing test ) ) of adefinition of hunger for chicken, stated in
pass, they provide afeasible short-term goal for Al researchersto are depressed. ] is subject to the inwhich case in which case terms of behavioral dispositions.
work toward. - 63 Daniel Dennett, 1985 foIIovslin dilemma
Implemented Model Joseph Weizenbaum A AN e Sense organs are an 9 the test isnot purely behavioral as| we have no reason to believe that If | see chicken ...
35 Kenneth Colby, 1981 62 Peter Carruthers, 1986 unnecessary addition Block claims. Block's conception faresany better | then | eat the chicken.
20 Stuart Shieber, 1994b R Y i5asystern tht is supported by The sense organs is Turing s incirely ess e S Bk e
19 Hugh Loebner, 1934 ) ) The Loebner prize money passed an extended version of the 37 Robert Abelson, 1968 objection. TheTuring test disputed based iti "Phi ical B ioris 105 John Barresi, 1987
Mozart's backside. Aft hrideto Vi Turing test. PARRY simulates a AN A ' neglects perceptual aspects of sense- capaciues Philosophical Behaviorism Is ; . .
Mozart's backside. After acoachrideto Vienna should not be spent on Y o The extended Turing test. An ! eQe”_ p Zp ﬁSP ol by (see"The Quick Probe Circular,” Box 87.) The all-possible-conversations machine cannot
Today's Topic: I 1781, Mozart complainer] fhat s butiocks were <o "useful spin-offs.” Whether T N anaua | PARRY: ... | thi nk extended version of the Turing test lpr:sstlﬁggg; by producing t Assumption,” Box 56), the ’ : pass the Cyberiad test. The Cyberiad test avoidsthe
X ir e could hardly ride on. adaVinci X i he is behind the ili i ientifi o . ' ‘ . .ior . o fl o (R ificati roblems posed by Block's all-possible-conversations
DINOSAURS Prize advanced the state of spring technology in earlier 1s Lhee Lgneijgﬁr %ﬁ;gn%:ﬁfld “interpretation-action” modulethat | gangst ers who are {?Sczlr:;a:t)sztlitosnuss;f;r scientific purposes. competent verbal behavior but zdd_ltlon_ of sensory In Either Case bf6' h?v tlort a el;;a ptr;; o |t¥1' A spec!?_ccil_on fnachine br()acause %/he Cyberiadrt)est testsfor\r/norelthanjust
centuries, Mozart's coach might have boasted a 3 SE;ted spi r?-)offs' isgdubi ous. g'I'he money tracks arange of emotiondl Siatesand | out to get me. « The judges are not informed that a fail to understand how its words d?&f;ﬁ:kn: tef:gss;y anl; gf :zfetir;glus?:teg?[)relieflso r:jsesi resmecul:J ) %Haersg(iaglak o linguistic ability. The Cyberiad test tests for survival ina
EmOOther Sjspe_?z Ort a:{;j his g@ksqe rr]rt"tght nOtthtave is best spent toward advancing $§ Iee; :S sf%troé epalalrr?g?llv e;ﬁpecmc ;gheg <re gg tathiOLQS Dlt ﬁat computer isinvolved in the test at all. ,Tlnataz (t:q af;feﬁgwguuﬁﬂdmgll g.to more demanding than it Daniel Dennett The neo-Turing test failsto offer aplausible behavioral conception example of a definition of hung& for chicken, stated in natural environment, and hence linguistic competence is
een so sore.  The Loebner Prize might turn out to PP T ¢ U . ; { v : ; of intelligence. i iti not enough to passit.
be useful in unexpected ways, much as the da Vinci artificial intelligence. shame-induced distress. PARRY was ?ghggz f)don t seem ggr%rar:%tgg; Q%rtgnfgwﬁﬁre the provide the machine with some aready is. g terms of behavioral capacities. o Sjpporte% by p
o Prize might have. 7 J \;\ tested against control subjects PARRY: No, | don't. respect to some dimension, for example sort of sensory apparatus. If | see chicken and | believe chicken is edible disputed "The Cyberiad Test," Box 68.
1 suffering from clinical paranoia, and ] I : S f 1 by
B : . I'mnot like the womanliness, paranoid behavior, etc. and | desire chicken ...
the transcripts were judged by ot her patient here. i's supporte e Th ter d t participats 64 Jack Copeland, 1993 ibi then | eat the chick
rofessional dlinical bsychologists. t is supported by The computer does not participate on e . Sense organs were not prohibited by en e chicken.
p! psy g I nterrogator: You bi bek h T is ! \ AL
didn't answer ny its own, but (unbeknownst to the iss supported by 66 Steve Harnad, 1995 disputed Turing. The Turing test does not prohibit
L eg en d A questi on. judges) shares time with a human % The Turing test underdetermines the goal of creating by machines with sense organs from entering. In
PARRY: Maybe it subject. The 2 are switched off humanlike robots. By focusing on a particular subset of fact, Turing thought the best way to prepare a
. ) ) ) wasn't worth periodically throughoit the test. human behavior (symbolic capacity), the Turing test computer for competition would be to giveit
. . N Focus Box: The lowest-numbered box in each issue areais an introductory focus box. answering. * The judges score the human/computer Em underconstrains the engineering problem of creating robots sensory abilities and an appropriate education.
The arguments on these maps are organized by links that carry arange of meanings: The focus box introduces and summarizes the core dispute of each issue area, sometimes "A A par ai:e' Svery duesion ;‘;‘i . 'S Sipported by with human capabilities. Because of this, machines that
i i i i i Separale SCores can be gener or % ass the Turing test will not be easily extensible to machines
[ as an assumption and sometimes as ageneral claim with no particular author. each. The point of this method is to P 9 y )
A 3

| | |
extensions or qualifications, and implemented models. (e.9., general philosophical positions, broad concepts, common testsin artificia intelligence) _
are listed with no accompanying author. X is 106 Robert Richardson, 1982
panying 67 John Barresi, 1987 displ)zted ’ disputed A brute list searcher cannot flexibly respond to changing contexts. Theall-
- : i i . At . ARE A bt ; ; You can't fool Mother Nature. Because 65 Jack Copeland, 1993 by possible-conversations machine could not adapt its speech to novel and changing contexts.
" A charge made against another claim. Examplesinclude: . Citations: Complete bibliographic citations can be found in the bookl et that accompanies the Turing test only measures the ability of by Understanding can be tested without m = = m A machine that searches a list to produce responses to verbal stimuli might be able to find
disputed logical negations, counterexamples, aItaCkS_ on an argument's this map. amachine to trick judges, it cannot test for sensory interaction. Understanding can be some response that would make sense in some contexts, but it could not coherently adapt
by emphasis, potential dangers an argument might raise, thought ) ) _ ) the flexible adaptations needed to interact tested through verbal quizzing, even when sense to the contingencies of an ongoing conversation.
= = experiments, and implemented models. Methodology: A further discussion of argumentation analysis methodology can be found in the real world, where Mother Nature is organs arelacking. Indeed, there are certain -
in the booklet that accompanies this map. thejudge of intelligence. In the real world kinds of concepts that have to be tested for
intelligence is best indicated by an ability 68 John Barresi, 1987 ;fgr?;g’f;gpirfg r?aliluzrél rzg geczlaie aﬁg :let r
isinterpreted as o . . . . Anticipated b Where this phrase appearsin abox, it identifies a potential to survive through coordinated perception The Cyberiad test. A race of machine nonper , AUEAS T S ' 109 Douglas Stalker, 1978 110 James Moor, 1978 )
A distinctive reconfiguration of an earlier claim. P Y attack on aErevioSSargument that is raised by thpe author and action. The Turing test neglects such people ("cybers’) isjudged intelligent if intelligence," and "philosophy"). 108 James Moor, 1976, 1987 The inductive Competing explanations 107 Charles Karelis, 1986 o ) 'Jc?év iT{aank)é(tzgn;gtgsrisn a
r WWW r V r hat i be di od d)lhtl?sand blase_sustothlnk of intelligence they can do whatever humans can doin The inductive evidence interpretation. The Turing test provides interpretation is really can be compatible. An Bantering zombies can't think. Bantering lightbulb?
I I l . I I l . I I l S0 that It can be disputed. in an intellectualist way. anaturdl environment. They must beable a inductive evidence that a system thinks. Such evidence may be weak an explanatory explanation of acomputer's is zombies, using processing mechanismsfar ‘
: ; ; P to replace humans in their social roles, isinterpreted g or strong, but it is never deductively certain. The claim that a system interpretation. The behavior in terms of its disputed superior to those of the all-possible conversations
= . As articulated by Where this phrase appears in abox, it identifies areform- perpetuate their species for aslong asthe thinks, based on its passing the Turing test, remains subject to revision inductive evidence thinking may be compatible by machine, would still be unintelligent. No matter
5 u S S I I I I a ' I a r ] - Unmapped Territory Thisicon indicates areas of argument that lie on or near the ulation of another author's argument. The reformulation You can't human species could, and maintain an as further evidence comes to light. interpretation assumes thet with an explanation in terms of 2?\3,1 én;ﬁh WSZ E?Q gg ;Cgl ;i?énmsm,; (;2 m%cﬁ ?|g|
. Additional boundaries of the central issue areas mapped on these maps. is different enough from the original author's wording to fool me... evolving languege. N That provides further is R netes S 's g et e Gartt thirk unless s conseious. '
. arguments It marks regions of potential interest for future mapmakers warrant the use of the tag. This phraseis also used when Pass - inductive evidence that disputed TU”I”Q te?. s o it disputed computer that prints payroll Supported by
and explorers. the original argument isimpossible to locate other than in — Lhey tr]zi nk, but we don't by ?‘mm;‘g g‘utertmi |(<)i nlgsiS by ?r:“tfgrkni g?)']j 3‘59 S’él‘;':i"cr;led both »Consciousnessis Essertial to Thinking,”
. . . RIS now for sure. : ’
I | I . itsarticulation by alater author (e.g., word of mouth), or is supported by not the best explanation of mechanisms and its abstract Box 50.
to denote a general philosophical position that is given a acomputer's ability to pass program—these are
special articulation by a particular author. More tests the test. A better _ compatible explanations of the
explanation is amechanical payroll computer's behavior.
M e . N o 5 : . 3 . one, interms of the structure Similarly, mental and
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